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ABSTRACT

The global system scaling analysis for the Advanced Pressurized Water Reactor AP600 of Westinghouse has been
performed in five main time phases for the 1-inch Cold-Leg break, to determine whether three related and already
existing test facilities, namely the Advanced Plant Experiment (APEX) facility located at Oregon State University
(OSU) at Corvallis, the Rig of Safety Assessment (ROSA) Large Scale Test Facility located in Tokai-mura, Japan, and
the Simulatore per Esperienze di Sicurezza (Simulator for Safety Experimental Analysis, SPES-2) located in Piacenza,
Italy, represent the AP600 reactor.  The scaling analysis is the top-down, global system analysis.  It is intended to
establish thermodynamic similarity between AP600, APEX, ROSA, and SPES at the level of overall system response
and dynamic interaction between the system components.  It is intended also to rank global transport processes
according to their importance and to identify possible deviations from thermohydraulic similarity, or scale distortion.

The causative process related and the fractional scaling methods were employed, the former for its ability to scale
separately the capacitance terms of the governing conservation equations, for assessing individual process response
frequencies, the latter for assessing directly the fractional impact of transport processes on the time rates of change.
Both methods provide scaling groups, which measure the impact of processes on the system response, serve to rank
phenomena and assess scale distortions.

The total of 127 phenomena has been scaled for the five main time phases with four subphases.  Of the 127 phenomena,
75 were found to be of first-order importance and 39 to have top priority importance, respectively, because the
corresponding scaling groups are greater than 1/10 and 8/10 of the respective greatest scaling group.

At least one of the three test facilities APEX, ROSA, and SPES scales every important phenomenon at least once for
every phase and subphase, except two, without significant distortion, because the scaling groups corresponding to the
first-order important phenomena fall for at least one of the test facilities between ½ and 2 times the value of the
corresponding important AP600 scaling group.  Both exceptions are important for code assessment, only the second
one (due to PRZ injection during ADS-4 Blowdown) is important for simulating minimum liquid inventory in the
Reactor Pressure Vessel.  The simulation of minimum liquid inventory due to PRZ injection is conservatively distorted
in ROSA and SPES.  Scaling alone cannot decide whether the distortion in  APEX is conservative, since the distortion
causes two competing processes.

The largest number of  first-order important phenomena evaluated for any one phase is 19; this number covers primary
and secondary side system depressurizations, inventories of the system, the Pressurizer, the Core Make-up Tanks, and
the Passive Residual Heat Rejection system, the temperatures of the single-phase liquid in the primary system and the
above components, and the mass flow rates of the seven-loop system.

The mathematical models, the scope, the scaling method and scaling principles, and the scaling results of the scaling
analyses of INEL for AP600, APEX, ROSA, and SPES, and of Westinghouse for AP600, APEX, and SPES have been
compared with the scaling analyses presented in this report.  Serious limitations were found in these analyses, and there
are conflicts  between the assessment of scale distortions presented here and in the previously published analyses by
INEL and Westinghouse.

This report describes generically the system and transient scenario, and presents the results of the scaling analysis  but
no proprietary information about the AP600 system.
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EXECUTIVE SUMMARY

The objectiveof the scaling effort reported here is to assess the capability of the three test facilities APEX, ROSA, and
SPES to simulate theglobal system responseof the AP600, to the extent that global processes and phenomena taking
place in the AP600 will also occur in the test facilities, and that the global system response in terms of component
interactions is the same in AP600 and the test facilities. The scaling analysis has been carried out for the 1-inch
diameter Cold Leg break, to develop the similarity criteria forglobal system responseand for thedynamic interaction
between system componentsand

(1) to identify theleading processes and phenomenaresponsible for maintaining thereactor coolant inventory
high enough to keep the reactor core covered and cooled.

(2) to quantify thescale distortions, if any, for the leading phenomena and to interpret the significance of the
scale distortion with regard to minimum coolant inventory and the prediction of minimum inventory by
computer code.

The assessment of relative importance and of scale distortion is needed to ascertain that transport phenomena take
place in the same heat transfer and flow regimes in the test facilities as in the full-size plant. This assessment is not
possible with any computer code, unless the computer code is programmed to evaluate scaling criteria. Without the
assessment, one cannot use test data to determine whether or not the closure relations in a computer code are applicable
to the full-size plant. All three test facilities are required for assessing the capability of a code to predict AP600
transients, as each facility is limited to the simulation of selected phases and phenomena, as identified in the matrices
of �-Groups in Section 6.2 and summarized in Section 6.3.

Approach. The AP600 thermohydraulic system is described (Figure 1.1). The transient is subdivided into five phases,
some of which are further subdivided into subphases (Figure 3.1). The events occurring in each phase are described
(see summary in Table 3.1). The global systems, or top-down, scaling methodology of Wulff [17] is followed. Scaling
criteria and their relation to scaling or�-Groups are introduced and two scaling principles are restated [17]; both are
needed to establish the relation between�-Groups, plant-specific characteristics, importance of phenomena, and scale
distortion.

The scaling criteria are expressed through scaling or� Groups and derived by normalizing mass, momentum, and
energy conservation equations which are applied to clearly identified control volumes. The conservation equations are
combined with thermal and caloric equations of state to form the model description. Every scaled equation produces
one fewer scaling criterion than the number of terms in the equation, and one�-Group that equals 1; only the scaling
groups which differ from unity impose scaling requirements. The rules for selecting reference parameters for
normalizing the conservation equations are dictated by the above-mentioned modeling principles; reference parameters
are estimated only from specified geometric data, specified initial conditions, and specified trip set points, they are
constants and selected or estimated for every phase of the transient. The estimation of reference parameters introduces
modeling assumptions and uncertainties. The reference parameters were, therefore, confirmed to the extent possible
with available test data (Table 5.15).

A working definition ofimportance of phenomenahas been introduced in Section 4.5 on the basis of scaling groups.
A scaling criterion and its associated phenomenon are of first-order importance if its impact on the transient AP600
system response is of the same order of magnitude as the most important phenomenon, that is, if the corresponding
scaling group is greater than 1/10 of the largest scaling group in its normalized conservation equation for AP600. A
large number of first-order phenomena, which governing the depressurization transient, met this criterion and
prompted an additional definition for phenomena of top priority importance whose corresponding scaling group is
greater than 8/10 of the largest scaling group in its normalized conservation equation for AP600.

A working definition ofscale distortionhas been adopted in Section 4.6 on the basis of scaling groups. An important
phenomenon is considered to be scale-distorted in a test facility if the associated scaling group differs from the cor-
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responding scaling group of AP600 by more than the factor of 2, by being less than ½ or more than 2 times value of
the AP600 scaling group. The factor 3 criterion has also been evaluated to establish the sensitivity of the distortion
assessment to the criterion. Approximately half of the phenomena which met the factor 2 criterion met also the factor
3 criterion. A scale distortion is calledconservativeif the associated process has the tendency to produce lower
minimun RPV inventory or less subcooling in the test facility than in the AP600 power plant. Otherwise, the scale
distortion is called nonconservative.

Global scaling groups are arranged in a matrix (presented in Section 6.2 as one table for every conservation equation)
with a column each for AP600, APEX, ROSA, and SPES, and with a row for every phenomenon of the transient.
Importance of phenomenais then determined by comparing the matrix elements in thecolumnof AP600 and by
applying the above criterion of importance of phenomena (see Section 4.5).Scale distortionof a phenomenon in a test
facility is determined by comparing the thematrix elements in therow of that phenomenon and by applying the above
criterion of scale distortion of phenomena (see Section 4.6).

Two scaling methods were used in the work reported here. Each method has its distinct advantages. The first method
produces thecausative process relatedscaling groups or�-Groups which scale, compare, and rank phenomena and
processes relative to thecausative processesof each phase. The causative process initiates the transient of a phase and
is readily recognized as the break flow, the flows through the valves of the Automatic Depressurization System (ADS),
all of which are responsible for the depressurization from initial full-load pressure to ambient containment pressure,
and the discharge flow from the In-containment Refueling Water Storage Tank (IRWST) which initiates and dominates
the long-term cooling of the reactor core.

The first method scales the capacitance terms individually, i.e., the terms with the time derivative, namely the
volumetric capacitance, the thermal and caloric capacitances, and the inertia or dynamic capacitances. The scaling
group of the capacitance term is the ratio of the characteristic response tine of the specific change (e.g., of pressure,
inventory, temperature, or flow rate) that is governed by the scaled equation (e.g., for depressurization, inventory
draining, heating, or cooling, etc.) over the characteristic system reference time of the phase under consideration. If
the scaling group of the capacitance term is much smaller than unity, then that specific change is completed very early
in the phase. If it is much larger than unity, then the process is nearly a steady-state process relative to the overall
system response. If the scaling group of the capacitance term is unity then the characteristic system response time is
also the response time of the specific capacitance. Thus,the causative process related method of scaling reveals with
a single scaling group how close a particular change is to steady-state conditions, and how important the source and
flux-related processes, which bring about the change, are relative to the causative process. Finally, the first scaling
method implies normalization with respect to a design-specific process, the causative process which turns out to be also
controlled in the test facility.

The second scaling method produces thefractionalscaling or�-Groups which show thefractional impact on the time-
rate of changefor each source and flux-related process. Every scaling group equals the fractional contribution of the
associated phenomenon to the totaltime rate of changeof the system-defining state variables, such as pressure, mass
inventory, temperature, and flow rate (see Figure 4.3). The fractional method scales, compares, and ranks phenomena
directly on the basis of their importance on the system or component changes during a phase.

Both methods serve independently to meet the stated objectives of the reported work, namely to identify important
phenomena and scale distortions. Only the fractional scaling method is used in this report for assessing importance
and scale distortion because it gives directly the fractional change of state variables brought about by any flux or
source-type phenomenon in the overall system and in major components. There is no difference between scaling
groups from the two methods if the system reference time is equal to the system or component response time, because
the capacity-related�-Group is then unity. Westinghouse employed the first method in their scaling analysis [16], and
INEL the second method [15].

The resultsare summarized in Section 6.3 and briefly stated here on the basis of the fractional scaling groups obtained
from thefractional scaling method. Of the 127fractional scaling or�-Groups evaluated for the five phases with six
subphases, and each for AP600, APEX, ROSA and SPES, 75 (or 59%) are found to be associated withphenomena of
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first-order importance, 39 (or 30%) are oftop priority importance. The phenomena offirst-order importancefor
AP600 are identified by green numbers in the AP600 columns of the�-Group matrices (tables) in Section 6.2; bold
green is used fortop priority importance. The number of evaluated important global scaling criteria or�-Groups for
any time period or subphase varies between 5 (Subphase 1.2) and 19 (Subphase 2.1).

All important global phenomena are scaled without distortion in at least one of the three test facilities, except for two
phenomena:

(1) Flow inertia, or the ratio of inertia over pump forces during the Initial Depressurization Phase (this distortion
has no impact on minimum reactor vessel inventory), and

(2) the effect of Reactor Pressure Vessel (RPV) Injection from the Pressurizer (PRZ), during the ADS-4 Blow-
down Phase. This distortion does affect the RPV inventory at the beginning of Phase 5 during which the RPV
inventory is expected to reach its minimum. APEX has a disproportionally high rate of injection from the PRZ
into the RPV which causes also the ADS-4 flow at the PRZ side of the plant toattain low quality. The scale
distortion may lead, therefore, to non-conservative simulation of AP600 minimum inventory by APEX, depending
on whether the effect of lower-quality discharge through theADS-4 valve on the PRZ side fails to cancelduring
Phase 4 the beneficial effect from theinitially greater RPV injection rate from the PRZ. ROSA and SPES simulate
the impact on RPV minimum inventory from PRZ injection into the RPV conservatively, because the PRZ injection
is negative in ROSA and SPES at the beginning of Phase 4.

Of the 75 first-order important global scaling criteria, evaluated for the five phases with six subphases as fractional
�-Groups for each test facility, 23 (or31%) show scale distortion for APEX, 21 (or 28%) for ROSA, and 11 (or 15%)
for SPES. This assessment is based on the {½, 2} or factor 2 criterion adopted in Section 4.6. If a lesser {D, 3} or
factor 3 criterion had been adopted, then only half as many scale distortions show for each facility.

APEX has the largest number of, namely 23, scale distortions, but 18 of the 23 scale distortions reduce to five common
causes. The leading cause is inappropriate low-pressure scaling. All but 3 scale distortions in APEX are conservative.
The most important scale distortion in SPES, which has the fewest distortions, is caused by its disproportionately large
structural heat capacities. SPES has only one nonconsrevative scale distortion. Details on global scale distortions are
found in Section 6.3.

The dynamic and quasi-static flowdistributionsin the system, or thecomponent interactions, are scaled by the metrics
of gravity, flow inertia and flow impedance, respectively. AP600, APEX, and SPES have 4 interconnected flow loops
prior to the activation of CMT and PRHR systems (Phase 1), 7 loops prior to IRWST activation (Phases 2 through 4),
and 6 loops after IRWST activation (Phase 5). None of the three test facilities simulates flow distribution without scale
distortion, except ROSA for normal operation, prior to the break opening (Phase 1).

Section 6.2 presents for the first four phases the total of 158 metric elements of gravity, flow inertia, and flow
impedancedistributionsfor natural circulation.

While the passive systems, i.e., Core Make-up Tanks (CMT) and Accumulators, are active during Phases 2 to 4, only
the gravity metrics are not scale-distorted. The inertia and important impedance metrics of all three facilities are
distorted.

APEX has threeinertia distortions ofminor consequence.All impedancedistortions imply greater flow resistance
outside the reactor vessel of APEX than of AP600. This causes the coolant to prefer accumulation in the vessel of
APEX more than in the reactor vessel of AP600, and the distortions are, therefore,not conservative.

ROSA has nineteen inertia distortions, five in the main loops, six in the CMT loops, three in the PRHR loop, two in
the PRZ surge line, and three affecting the break flow. None of the inertia metric distortions affect the RPV inventory,
even thoughnine of the nineteen inertiadistortions in ROSA are, in principle,nonconservative. ROSA has greater
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flow resistance in the reactor vessel than AP600, which retards the flow into the core and makes theleading scale
distortionsof flow impedance in ROSAconservative.

SPES has eightinertia distortions, none in the main loops, fournonconservativeones in the CMT loops, onenoncon-
servativein the PRHR loop, and threenonconservativeones in the PRZ surge line. None of the inertia metric
distortions affect the RPV inventory, because the flows respond in a very small fraction of the characteristic times of
depressurization, inventory change, or thermal response. SPES has much lower resistance in the reactor vessel than
AP600, which enhances the flow into the core and makes the leading scale distortions of flowimpedancein SPES
nonconservative.

During IRWST and Sump injection, i.e., during Phases 5, only impedance distributions are important because the flow
is quasi-steady. The flow in APEX prefers, relative to AP600, to accumulate in the Steam Generators, to leave through
the break, and it finds more resistance in the vessel. The ex-vessel impedance distortion is, therefore,conservative.
However, the steam will vent more readily through the ADS-4 valves, reducing the Upper Plenum pressure and raising
the mixture level in the Upper Plenum. The RPV-to-ADS-4 flow resistance in APEX isnonconservativelyscale
distorted. The flow in ROSA is retarded through the break and the ADS-4 valves, and finds it easier to get into the
vessel due to fivenonconservativescale distortions. ROSA loses PRZ inventory more readily through ADS-4. The
associated scale distortions areconservative. For SPES, impedances arenonconservativelyscale distorted, because
the flows in SPES prefer to escape through ADS-4, to get into the vessel, and have difficulties escaping from the break.
The flows prefer to accumulate in the Steam Generators, and have difficulties to drain from the PRZ. The impedances
in these flow paths areconservativelydistorted.

Inertia distortions are important only temporarily during dynamic flow transients, during flow oscillations, and when
rapid condensation accelerates the flow. During monotonic depressurization, inertia scale distortions do not affect RPV
minimum inventory, because inertia is so small that the flows in all loops respond to control functions and level
changes in a very small fraction of the system response time. Impedance scale distortions, however, are important
during dynamic flow transients, flow oscillations, and when rapid condensation accelerates the flow,as well as during
quasi steady-flow conditions,because the flows seek the path of least resistance (impedance).

Previously published Scaling Analysesby INEL [15] and Westinghouse [16] show that they employ scaling methods
similar to those in the analysis presented here and that all three scaling analyses are based on the normalization of
governing conservation equations and the evaluation and comparison of the resulting scaling groups. However, the
results of the INEL and Westinghouse scaling analyses cannot be expected to be equal to the results presented in
Chapter 6 of this report, primarily because the first scaling principle stated in Section 4.3 of this report has not been
satisfied in their scaling analyses. Consequently, (a) many scaling groups in [15] and [16] are not actually
representative of their associated phenomena, and (b) the total number of scaling groups in [15] and [16] is too small
as several phenomena are represented by a single scaling group; possible scale distortions remain undetected in [15]
and [16].

Instead of demonstratingquantitativelywhat is unimportant, the INEL analysis implies many simplifications, based
onsubjective(unquantified)assumptionsregarding the importance of phenomena. INEL and Westinghouse failed to
account for the differences in coolant volume changes by heating of single- and two-phase fluids. The Westinghouse
model has more primary state variables than conservation equations. This means also that INEL and Westinghouse
end up with too few scaling groups. INEL used frequently postulated reference parameters and thereby replaced plant-
specific design parameters in the scaling groups by numerical values of assumed reference parameters. Westinghouse
used frequently experimental or code-computed data as reference parameters. This is shown in Chapter 7 to mislead
and to delete plant-specific parameters from the scaling groups. INEL and Westinghouse did not confirm the reference
parameters used for the calculation of scaling groups by test data.

Neither INEL nor Westinghouse defined “important” phenomena or “scale distortion.” INEL presents a “Summary
of Important Nondimensional Groups by Transient Phase” on Page iv of [15] with the evaluation results of only 15
“important” groups for six phases or subphases. This summary lists groups that vary in magnitude by three orders of
magnitude, and INEL does not state whyall listed groups are considered important. INEL is in agreement with the
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results of this report in stating that ADS flows (ADS-123 andADS-4 flows) and line resistances in IRWST, CMT, and
PRZ Surge lines are important. However, there are many more important phenomena (the 15 in the above Summary?
[15]). INEL states that only the ratios of ADS-4 over CMT mass flow rates are distorted in APEX (OSU), ROSA, and
SPES during the ADS-4 blowdown phase and theADS-4 flow during the IRWST injection phase, and that otherwise
there is no distortion during the IRWST injection and long-term cooling phases. However, the “Summary of Important
Nondimensional Groups by Transient Phase” on Page iv of [15] shows significant differences in scaling groups: 4 for
APEX, 1 for ROSA, and 3 for SPES. The results from this work, in contrast, indicate that there are 3global distortions
in APEX, 1globaldistortion in ROSA and none in SPES; and that there areforce distributionmetrics distorted: 2 of
gravity and 14 of impedance in APEX, 1 of gravity and 20 of impedance in ROSA, and 19 of impedance in SPES.
Details of the INEL analysis are given in Section 7.1.4.

Westinghouse evaluated the total of 45 scaling groups. Of the 45 scaling groups evaluated, 31 (or 69%) appear to be
important for AP600 by the criterion used in this report. Westinghouse agrees with the results of this report in stating
that inertia is small and unimportant, that gravity and flow impedance are important, and that decay heating and steam
generator heat transfer are important. By applying the criterion for scale distortion used in this report, one finds that
in the Westinghouse analysis [16] 15 and 12 scaling criteria differ in SPES and APEX (OSU), respectively, by more
than a factor of 2 from the corresponding AP600 scaling criteria. Details of the Westinghouse analysis are found in
Section 7.2.4.

Neither INEL nor Westinghouse have scaled the localflow distributionsin interconnected loops.
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PREFACE

Scaling is essential for the design and operation of reduced-size test facilities for simulating experimentally large
systems in nature and industry. Only by satisfying the same scaling criteria in the test facility and the large
thermohydraulic system of a nuclear power plant, for example, can one claim that the phenomena occurring in the
large and in the reduced-size systems occur in thesame regimesof transport processes, i.e., of transfer of mass,
momentum, and energy. Scaling is also indispensable for presenting in the most compact form possible, then
correlating and generalizing, experimental data.

This report presents an application which extends scaling. Scaling is used here to rank the processes taking place in
a large and complex nuclear reactor system in the order of their importance to the total system response. Normally,
scaling is part of the facility design and done, to meet scaling criteria, prior to the selection of operating conditions.
Scaling is used here after the completion of experiments to determine the extent to which scaling criteria had been met.

The scaling analysis presented here is the first application of the scaling methodology published earlier by Wulff [17]
who introduced the matrix of scaling groups, the analogy between electric circuits and interconnected flow loops, and
the matrices of gravity, flow inertia, and flow impedance forces. This report presents such matrices, but now of
numerically evaluated global system scaling groups, and the first evaluation of the nondimensional metrics of gravity,
flow inertia, and flow impedance. These metrics are needed to assure similarity offlow distributions in the
interconnected flow loops of complex systems, as these metrics scale the inertia and impedance coupling between loops
and, thereby, the global thermohydraulic interaction between the components in the system.

Scaling analysis is a powerful tool but it has limitations. Scaling provides otherwise unavailable and valuable insight
about dynamic system behavior that is derived from comparing the order of magnitude of important nondimensional
scaling groups, the magnitudes of characteristic frequencies, responsetimes and fractional changes of system state
variables. Scaling affords theestimationof trends in system transients and the comparison of different-size systems
performances. But scaling is not a substitute for reliable dynamic systems simulation thatpredictsthe transient
behavior of a system.
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NOMENCLATURE

Symbols

Latin Symbols

A flow cross-sectional area
C constant coefficient of normalization
C Zuber-Findlay distribution parameter0

c specific heat of solid
c isobaric specific heatp

c isochoric specific heatv

D/Dt substantial (or LaGrangian) derivative
d hydraulic diameterh

vector of directed kinetic energy, Eq. (5-45)
f density function, Eq. (5-25)!

f* general scaled property function
G mass flux
g gravitational constant
g* general scaled property function

gravity vector
H fixed elevation difference

vector of directed kinetic energy
h specific enthalpy
h convective heat transfer coefficientc

I inertia, element of inertia matrix, Eq. (5-24)
I identity matrix

vector of mixture volumetric flux
K form loss coefficient, Eq. (5-23)
k thermal conductivity

unit vector in the direction of flow
L lenght, mooving mixture level elevation
M M loop momentum vector, component of loop momentum vectorj

MF momentum flux, Eq. (5-24)
N number of branch points in loop systemB

N number of loops in loop systemL

P pumping powerPP

p pressure
p pressure of the primary system1

p pressure of the secondary-side of Steam Generators2

net rate of heat transfer (heating minus cooling)
heat flux vector

S nondimensional gravitational metric (vector), Eq. (6-63)G

S nondimensional inertia metric (matrix), Eq. (6-62)I

S(x) unit step funtionk

S momentum induced by phase change and phase separationM
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S nondimensional impedance metric (matrix), Eq. (6-64)
�

S fluid dilatation
-

R resistance factor, Eq. (5-22)
T temperature
T liquid temperaturel

t time
U total internal energy
u specific internal energy
V volume
v specific volume
«v » void fraction-weighted, area-averaged vapor drift velocitygj

fluid velocity vector
W mass flow rate
x static quality, Eq. (5-61)
x core exit qualitye

Y(t) general dependent or independent variable
Y maximal value ofY(t)max

Y mnimal value ofY(t)min

y* scaled general dependent or independent variable
z axial coordinate
z nonboiling length�

 

Greek Symbols

ù admittance matrix primary block
., . vapor volume fractionv

. liquid volume fractionl

. vapor volume fractionv

ú admittance matrix secondary block
� isobaric thermal expansion coefficientT

+ equilibrium vapor generation rateg

� specific heat ratio, isentropic expansion exponent
ûh subcooling enthalpysub

ûMF change of momentum flux
ûp pressure difference
ûp pressure difference across a pumpPP

ûY range of variableY(t)
û! difference between liquid and vapor saturation densities
û- volume dilation, Eq. (5-26)
/p difference between primary-side and secondary-side pressurres
ü impedance matrix primary block
ý impedance matrix secondary block
� form loss factor, Eq. (5-23)
þ admittance matrix
� dynamic viscosity

ÿ inertia matrix, Eq. (5-37)
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� isothermal compressibility coefficient
� matrix of inertia of primary flow rates
� scaling group
� impedance matrix
! density

 dilatation vector in terms primary floe rates
� matrix of inertia of secondary flow rates
$ mechanical compliance of volumeVV

� volumetric compliance of two-phase mixture, Eq. (5-12)
.

� thermal compliance, Eq. (5-18)T

- volumetric flow rate
3 two-phase friction multiplier2

l0

& response frequency

Subscripts

A PRZ side of AP600
ACC of Accumulators
ADS of ADS valve
ADS-123 of ADS stages 1 through 3
ADS-4 of ADS stage 4
B CMT side of AP600
b at bottom of component
bk break
CE core entrance section
CL of Cold Leg
CMT of Core Make-up Tank
CR, cr of reactor core
CRE at core exit
CRI at core inlet
c compliance
chr characteristic
cnd condensation
crit critical, choked flow
df drift flux
dr driving term
drn draining
e equilibrium
f saturated liquid
fg equilibrium phase change
form form loss
fr friction
fuel of fuel
G gas
GR gravitational
GR, P gravitational, under forced-flow condition
g saturated vapor
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HEM homogeneous equilibrium
HL of Hot Leg
IN, G inertia, under natural-circulation condition
IN, P inertia, under forced-circulation condition
IRWST of IRWST system
i, j counting indices
inj injection
LP Lower Plenum
l liquid
loop of loop
k phase index,k = l, v
MC mechanical compliance
m two-phase mixture
max maximum
mean arithmetic mean
min minimum
N nitrogen, inert gas2

net net, heating minus cooling
PBL of Pressure Balance Line
PP of pumping power
PRHR of Passive Residual Heat Rejection
PRZ of, in Pressurizer
p, q dummy counting indices
pbl-A pressure balance line on PRZ side
pbl-B pressure balance line on CMT side
pr primary, state variable
ps of flow from primary system to CMT, PRHR

of depressurization, time rate of change related
of heating

q dummy counting index
RPV of Reactor Pressure Vessel
RS,G impedance, under natural-circulation conditions
RS, P impedance, under forced-circulation conditions
r rank-reduced
ref reference parameter
res fluid residence
sat saturation
sn secondary
str storage
sub subcooling
T for temperature change
TC of thermal compliance

for temperature change, time rate of change related scaling
th thermal response
thrcnt of thermal center
tot total
UP Upper Plenum
V for system volume, inventory
VC volumetric compliance
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v vapor
w wall
0 initial, reference
1 primary side
1.2 for Subphase 1.2
1A from Upper Plenum to PRZ side
1B from Upper Plenum to CMT side
13 single-phase
2 secondary side
23 two-phase

of inventory, time rate of change related
ûp of depressurization
- of volumetric flow rate

Superscripts

arithmetic mean ofa
* scaled

time derivative ofa
1 derivative with respect to pressure, along the saturation line
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Acronyms

ACC Accumulator
ADS Automatic Depressurization System
ADS-123 Automatic Depressurization System, Stages 1 through 3
ADS Automatic Depressurization System, Stage 4
APEX Advanced Plant Experiment
AP600 Advance Pressurized Water Reactor (600 MW)
BNL Brookhaven national Laboratory
CMT Core Make-up Tank
CR Reactor Core
cl1, 2-A Cold Legs on Side A
cl1, 2-B Cold Legs on Side B
DC Downcomwer
DVI Direct Vessel Injection
hl-A, B Hot Leg
INEL Idaho Nattional Engineering Laboratory
IRWST In-containment Refueling Water Storage Tank
LDC Lower Downcomer
LPL Lower Plenum
OSU Oregon State University
PBL Pressure Balance Line
PRHRS Passive Residual Heat Rejection System
PRZ Pressurizer
RCP Reactor Circulation Pump
ROSA Rig of Safety Assessment
RPV Reactor Pressure Vessel
SG-A, B Steam Generators (on Side A, B)
SPES Simulatore per Esperienze di Sicurezza
SRL Surge Line of Pressurizer
UDC Upper Downcomer
UHD Upper Head
UPL Upper Plenum
US NRC US Nuclear Regulatory Commission
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1. INTRODUCTION

1.1 Background

Westinghouse has designed and submitted for certification the new, simplified 600 MW nuclear power plant with
passive safety features: the AP600 [1]. The AP600 is a pressurized water reactor. It utilizes gravity for high- and low-
pressure injection of emergency coolant, respectively, from two Core Make-up Tanks (CMT), and from the In-
containment Refueling Water Storage Tank (IRWST), and for the passive cooling of the containment building by
natural circulation and natural convection. The AP600 relies also on condensation of primary-system steam in a heat
exchanger that is submerged in the IRWST. Ultimately, the decay heat is transferred to the atmosphere outside of the
containment building, via condensation at the containment shell and via natural circulation in the annular gap of the
containment wall. Therefore, the new AP600 contains new safety systems, consisting of new components which are
interconnected with conventional components of pressurized water reactors. The new components with their
connections are a new challenge to the AP600 accident analysis by currently used computer codes for thermohydraulic
systems.

Westinghouse conducted integral system testing for the nuclear steam supply system intwo integral test facilities to
provide experimental data for validating the computer codes which they use for analyzing the performance of the
AP600 design, namely in the Simulatore per Esperienze di Sicurezza (Simulator for Safety Experimental Analysis,
SPES-2) located in Piacenza, Italy [2, 3, 4, 5], and in the Advanced Plant Experiment (APEX) facility located at
Oregon State University (OSU) at Corvallis [6, 7, 8, 9].

To support the design certification effort, the Division of Systems Research in the Office of Nuclear Regulatory
Research (RES) of the US Nuclear Regulatory Commission is conducting independent testing programs attwo
facilities, namely at the Rig of SafetyAssessment (ROSA) Large Scale Test Facility located in Tokai-mura, Japan [10,
11, 12], and at OSU in theAPEX test facility.

The coolant volumes of APEX, ROSA, and SPES are 1/192, 1/30.5, and 1/395, respectively, of the AP600 coolant
volume. ROSA and SPES have the same height as AP600, while APEX has 1/4-height. Reactor power, flow areas,
and flow rates were designed to have the same ratios as the volume ratios for ROSA and SPES. This means, at least
in principle, isochronicity forflow responsesin AP600, ROSA, and SPES. In APEX, however, the reactor power, flow
areas, and flow rates were designed to have, respectively, the ratios of 1/96, 1/48, and 1/96. The flow response in
APEX is expected to be twice as fast as in AP600, ROSA, and SPES.

There was no comprehensive scaling analysis published for ROSA or SPES prior to the simulation of AP600. Bessette,
DiMarzo, and Griffith [13] have analyzed the experimental results from APEX, ROSA and SPES, using selectivelocal
scaling analysis. The APEX facility design and testing program were based on the scaling analysis by Reyes,
Hochreiter, Lau, and Lafi [7].

It must be demonstrated, by a combination of experiment and analysis, that the AP600 safety systems meet the design
specification. The certification is, therefore, to be supported by analysis with the RELAP5/MOD3 computer code [14]
the capabilities of which are to be assessed by comparison with test results from the three facilities APEX, ROSA, and
SPES.

1.2 Objectives of Scaling Analysis

The objective of the scaling effort reported here is to assess the capability of the three facilities APEX, ROSA, and
SPES to simulate theglobal system responseof the AP600, to the extent that global processes and phenomena taking
place in the AP600 will also occur in the test facilities in the same flow and heat transfer regimes as in the AP600, and
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that the global system response in terms of component interactions is the same in AP600 and the test facilities. The
scaling analysis concentrates, therefore, on developing the similarity criteria forglobal system responseand for the
dynamic interaction between system components. APEX and SPES have been scaled by OSU and Westinghouse but
without consideration of the dynamic component interaction. There is no documentation of global system scaling for
ROSA in support of AP600.

The scaling effort reported here had been initiated after the completion of the testing programs of Westinghouse and
of the USNRC. Consequently, the results of the this scaling effort had no impact on the design and execution of the
testing program, and the scaling objectives are therefore limited here:

(1) to the identification of theleading processes and phenomenaresponsible for maintaining thereactor
coolant inventoryhigh enough to keep the reactor core covered and cooled.

(2) to the quantification of thescale distortions, if any, for the leading phenomena and the interpretation
of the significance of the scale distortion with regards to minimum coolant inventory and the
prediction of minimum inventory by computer code.

The three facilities are to be independently evaluated in terms of their system level scaling to address the issues of
relevance, completeness, and possible scale distortion with respect to AP600 of the integral system data base that has
been or might be available from the test facilities APEX, ROSA, and SPES. The scaling analysis reported here covers
the following 1-inch cold-leg break tests:

Facility: Test No.:

APEX of OSU SB05 conducted on June 21, 1994 [8, Vol. II],
ROSA AP-CL-03 conducted on April 14, 1994 [12],
SPES S00401 conducted on May 6, 1994 [5, Vol. I].

The 1-inch break is postulated to appear in Cold Leg B1, between the Reactor Pressure Vessel (RPV) and the Pressure
Balance Line (PBL) of the Core Make-up Tank on the side of the plant that does not have the Pressurizer (PRZ), as
shown in Figure 1.1.

The US NRC had OSU repeat the 1-inch Cold-Leg Break Test SB05 with the break diameter revised from 0.160 inch
in Test SB05 to 0.106 inch in Test NRC-22, the S-signal for tripping natural circulation flow delayed, and theADS-3
valve size changed to reflect the AP600 conditions better than with Test SB05. When on March 12, 1997 the results
of Test NRC-22 were transmitted to BNL, it was decided by the NRC not to restart the evaluation of the scaling groups
for APEX, and instead to complete the scaling analysis with the original Westinghouse Test SB05.

The US NRC had contracted earlier a global system scaling analysis for AP600 and the related test facilities APEX,
ROSA, and SPES. The analysis was carried out at the Idaho National Engineering Laboratory (INEL) [15]. It
concentrated mainly on the last two phases of the transient, namely on the automatic depressurization by the fourth
stage of the Automatic Depressurization System (ADS-4), and on the long-term cooling by gravity injection from the
In-containment Refueling Water Storage Tank (IRWST) and from the containment sump. Westinghouse performed
an AP600 scaling analysis [16] and evaluated the scaling groups for APEX of OSU and for SPES.

It is also the objective of the work reported here to identify the similarities and differences in the methodology and the
results of the INEL and Westinghouse analyses, relative to the scaling analysis presented here.
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1.3 Organization of Report

This report on System Scaling for The Westinghouse AP600 Pressurized Water Reactor and Related Test Facilities
describes generically the system and transient scenario, and presents the results of the scaling analysis but no
proprietary information about the AP600 system. The data base for the system scaling report has been submitted to
the NRC in a separate document, which contains appendices with the plant-specific information of AP600 and the
related test facilities APEX, ROSA, and SPES.

Chapter 2 describes the AP600 System to the extent necessary for the understanding of its global response and of the
scaling analysis presented in this report. Chapter 3 presents the five phases of the transient following the appearance
of a 1-inch break in the Cold Leg B. Chapter 4 introduces the general scaling methodology that was followed in the
work presented here. In Chapter 5 are presented, in general form, the models which serve as the basis for the scaling
analysis of all the phases of the transient. This includes the selection or computation of the reference parameters and
their important validation on the basis of available test data. Chapter 6 presents first the scaled equations and the
scaling groups in symbolic form, followed by the tabulation of their numerical values, arranged in the matrix of�-
Groups. The tabulation serves to identify the relevant processes for each phase and the scale distortions of the three
test facilities relative to the AP600. We compare in Chapter 7 the methodology and the result presented in this report
with those developed by Idaho National Engineering Laboratory [15] and by Westinghouse [16]. Chapter 8 presents
the summary and conclusions.

Figure 1.1 Schematic of AP600 Thermal Hydraulic System
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2. AP600 SYSTEM DESCRIPTION

The scaling analysis presented in this report addresses the primary system of the nuclear steam supply system, and the
secondary-side of the Steam Generators to the extend that they affect the thermal response of the primary system. All
passive safety systems affecting the primary system are modeled. The transient of the containment atmosphere is not
modeled and scaled.

2.1 Primary System

The AP600 is a 600 MW(electric) pressurized water reactor power plant with two coolant loops [1]. Figure 1.1 shows
the schematic of the AP600 system. The primary system consists of the Reactor Pressure Vessel (RPV), two Steam
Generators (SG-A) and (SG-B) on Sides A and B, respectively, of the primary system, of one Hot Leg each between
the RPV and each SG, (hl-A and hl-B), the total of four Cold Legs (cl1-A, cl2-A on Side A, and cl1-B, cl2-B on Side
B), each with a Reactor Circulation Pump (RCP).

The A-Side of the primary system has the Pressurizer (PRZ), connected to hl-A via the Surge Line (srl). The solid
lines in Figure 1.1 show the four loops of normal operation in the primary system, where fission heat is transported
from the reactor core in the RPV to the SGs. Not shown in the diagram of Figure 1.1 are the feedwater lines and steam
lines leading to and from, respectively, the SGs on the secondary system.

2.2 Safety Systems

2.2.1 Safety Injection Systems

The AP600 relies onpassiveinjection of cooling water bygravity from elevated reservoirs, i.e., the two Core Make-up
Tanks (CMT), the In-containment Refueling Water Storage Tank (IRWST), and the containment sump, and of cooling
water from the two nitrogen-pressurized Accumulators (ACC).

At high system pressure (12.8 MPa or 128 bar), i.e., early in the transient and after loss of forced circulation, cold
borated water is injected into the reactor core through the Direct Vessel Injection line (DVI), by natural circulation
in the loops passing from the Pressure Balance Lines (PBL), through the CMTs and their drainage lines, the DVI lines,
and then through the parallel passages either up through the downcomer, then through the Cold Legs and back to the
PBL, or down through the downcomer, then through the core, the Hot Legs and Steam Generators (SG) and back
through the Cold Legs and into the PBLs. Natural circulation is initiated by the Safety Signal (S-Signal at 12.8 MPa
(128 bar)) on system pressure or collapsed liquid level elevation in the Pressurizer (PRZ). The passage through the
SGs has the greater flow resistance and depends, therefore, much on the strong driving gravity forces caused by dense
borated water and by cooling in the SGs. Of the two passages, the one leading through the core is the intended one
because it is the purpose of the system to cool the core and to reduce the fission power by boron injection.

When the pressure has dropped, as the result of the actions from the Automatic Depressurization System (ADS), to
the Accumulator pressure of 4.8 MPa (48 bar), borated water is injected by the expanding nitrogen cover gas in the
Accumulators. When the pressure has further dropped to approximately 0.2 MPa (2 bar), water is injected from the
elevated IRWST which is open to containment pressure. During all this time coolant escapes through interconnected
paths out through the break and the valves of the ADS, i.e. theADS-123 sparger in the IRWST, and the ADS-4 valves
discharging directly into containment.
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All safety injection flows from CMTs, Accumulators, and the IRWST must enter the RPV through the DVI lines; safety
injection is impossible without at least one intact DVI line.

When break flow, containment condensate, and liquid discharge from the ADS have filled the containment sump to
the elevation of the IRWST level, sump valves are opened to permit indefinitely recirculation through the core of
containment condensate and liquid discharge from break and theADS. Decay heat is rejected through the passive
containment cooling system.

When IRWST injection begins, the coolant inventory is expected to reach its minimum in the reactor vessel. The issue
is, therefore, whether or not there is sufficient coolant in the RPV covering the core. To reject 2% decay heat during
the estimated 15 minute-long last stage of depressurization, it requires the complete evaporation of approximately
16,000 kg of water. Adiabatic flashing during the estimated 5 bar pressure reduction converts another 4,800 kg of
water into steam. While the total of 20,800 kg of water is available at the beginning of the last depressurization stage,
in the CMTs and the Upper Plenum, it must still be determined by experiment and analysis whether (1) the 19,000
m of steam being generated by the phase change can escape from the reactor vessel without entraining additionally3

too much liquid, but fast enough to free space for the liquid to enter and cover the core, and (2) the liquid available
outside the vessel prefers to enter the core rather than to accumulate elsewhere in, or to escape from, the primary
system.

2.2.2 Heat Rejection System

The S-Signal, which starts natural circulation through the CMTs, also trips the Reactor Coolant Pumps (RCP) and
initiates natural circulation through the Passive Residual Heat Rejection System (PRHR). The PRHR accepts hot fluid
from the Hot Leg at the A-Side of the primary system, cools or condenses the fluid and returns the cooled fluid or
condensate at the exit plenum of SG-A to the A-Loop of the primary system.

2.2.3 Depressurization Systems

To utilize the cooling water in the Accumulators and in the IRWST, the primary system must be depressurized, first
to 48.2 bar for Accumulator injection, and then to approximately 2 bar for IRWST injection. The initial
depressurization is effected by the break flow. When the liquid inventory in one of the CMTs drops down to 67% of
CMT volume ADS-123 is initiated and three sets of valves discharge steam at first and two-phase mixturelater through
the top of the PRZ, through the submerged spargers in the IRWST where at least partial condensation takes place.

Final depressurization is initiated as soon as the CMT liquid inventory is reduced to 20% of CMT volume in either
tank. ADS-4 valves are opened to discharge two-phase mixture from the Hot Legs into the containment.
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3. SCENARIO AND PARTITIONS OF
SMALL-BREAK LOSS OF COOLANT ACCIDENT

The subject of this report is the postulated small-break loss of coolant transient in the AP600 which is initiated by a
1-inch diameter break in the Cold Leg cl1-B as shown in Figure 1.1 on Page 1-3. The system isdepressurized, first
as the result of coolant discharge through the break, and then by discharge through four sets of ADS valves. Figure
3.1 shows schematically the depressurization of the primary system. The reactor is postulated to shut down through
automatic scram at the pressure trip set point of 13.2 MPa (132 bar), before the S-Signal occurs at 12.8 MPa (128 bar).
Decay heat is removed during depressurization bynatural circulationof cold water from the CMTs, and by cooling
and condensation in the PRHR system. After depressurization, decay heat is removed bygravity injection of cold
water from the IRWST, and later through heat transfer to the containment.

Figure 3.1 Schematic of Depressurization and Phase Sequence

The transient from the initial full-power to long-term heat rejection is divided into five time intervals, called Phases.
Each Phase begins and ends at the occurrence of a control function at a designer-specified trip set point, and each
Phase is dominated by a specific process or phenomenon [17]. The scaling analysis is carried out and repeated for each
Phase, as explained later in Chapter 4. The five Phases are shown in Table 3.1. Table 3.1 presents in the first column
the Phase Identification Number, and in the second and third columns the phase initiation and termination criteria.
The fourth column lists the system control actions that tale place at the beginning of, and possibly during, the
respective phase. The fifth column shows the events that are reported by the Idaho National Engineering Laboratory
[18, 19] in the Phenomena Identification and Ranking Table (PIRT). The sixth column lists the expecteddominant
processes that are listed in the PIRT.
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Table 3.1 Event Summary

Phase Phase Boundaries Events Control Volume Parts
Control Dominant
Action Process

Single Phase Single Phase
Liquid Gas

Two-Phase

1 Initial Depressurization

start at 155 bar break flow PRZ flashing break flow Prim. Syst. PRZ

PRZ level dropping CMT

pressure dropping PRHR

132 bar scram trip Q to 3%cr

turbine trip temperature drop

stronger pressure drop

SG secondary pressure
rise

end at 128 bar S-Signal trip PRZ filled with vapor

2 Passive Heat Removal

start at 128 bar S-Signal trip PRZ is "empty" SG Cooling

CMT activated Flow transition to nat. PRHR natural Prim. Syst.
circul. circul.

PRHR
activated

pump coast-down CMT UHD

FW shut off PRHR
passive heat removal PRZ saturated

greater than Q vapor onlycr

Steam Lines betw. prim. side and
isolated isolated SG, SG press.

Stored energy exch.

rises over prim. press.

SG

RCP trip
CMT circulation

disrupted,

CMT draining CMT

PRHR goes from
convection to PRHR
condensation

depressurization
accelerates

Primary System

48.2 bar ACC N (1/3)
ACC flow ACC H O
initiated (2/3)

2
2

end at
CMT level @

67%
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Table 3.1 Event Summary(continued)

Phase Phase Boundaries Events Control Volume Parts
Control Dominan
Actions t Process

Single Phase Two-Phase Single Phase
Liquid Mixture Gas

3 ADS-123 Blowdown

start at CMT level @ CMT level rapid depressurization, break 2/3 CMT,
67% trip flow declining LPL, LDC

ADS Flow Rest = V + V Nr  g 2

ADS-1 2 x 4-in diam. DVI

t +90, 120 ADS-2, additl. 11-in diam opening3

seconds ADS-3

strong flow into HL

end at PRZ fills
CMT level @

20%

4 ADS-4 Depressurization

start at ADS-4 addl. 2 x 10-in diam orifices gravity flow N
CMT level @ CMT, DC,

20% LPL 2

depressurization PRHR

end at Rest of System
p = g rho
HIRWST

5 Injection from IRWST and Sump

start at p = g rho gravity draining from natural LPL, DC, CR, SRL, PRZ, N : ACC
H IRWST circul. IRWST, DVI CL, HL,IRWST

ADS-4 SG,

2

vapor:UHD,

CMT,PBL,
PRHR

end at IRWST & circulation through ADS-4
Sump @

same level
circulation through break

circulation through sump
passive cooling via

containment

The PIRT ranks, according to expert opinion, all the processes perceived to appear in AP600 system, in the order of
their relative importance. Each process evolving in every system component during each phase of the transient is
compared with every other process unfolding in the same system component during the same transient phase. The
more important process is given a higher rank, and the resulting ranking order is assembled in the Processes or Phe-
nomena Identification and Ranking Table. The systematic ranking of phenomena in accordance with collective expert
opinion provides a comprehensive basis forstarting the analysis, but since the opinions aresubjective, the ranking
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must beconfirmed quantitativelyby the numerical evaluation of global scaling analysis as presented later in Chapter
6 of this report [17].

The last three columns of Table 3.1 indicate how the liquid and gaseous phases of the coolant and nitrogen gas was
taken to be distributed throughout the system, using again the PIRT document as a guide.

Below is a description of the five Phases. The reader is referred to Table 3.1.

3.1 Phase 1. Initial Depressurization

Phase 1 begins at full power (nominally 600 MW) and normal operating pressure (15.5 MPa or 155 bar), with the
initiation of the breakflow and ends with the occurrence of theS-Signalat 12.8 MPa (128 bar). The break flow causes
the depressurization. Phase 1 is subdivided into two Subphases, a phase each before and after reactor scram.

3.1.1 Subphase 1.1 Before Reactor Scram

Before scram, heating in the core and cooling in the steam generators are nearly balanced; there is no significant
thermal contraction of the large subcooled liquid in the primary system. The break flow causes depressurization and
flashing of the equilibrium two-phase mixture in the Pressurizer. Pressurizer heaters turn to full capacity to
compensate for the pressure drop.

3.1.2 Subphase 1.2 After Reactor Scram

Reactor Scram is tripped at 13.2 MPa (132 bar, 1900 psig) [19] and turns off fission power. Core heating drops to
decay heating at 3% of full power. The Steam Generators operate still at the normal temperature difference between
primary and secondary sides. The resulting imbalance between normal-power cooling in the Steam Generators and
the small decay heat of 3% of normal power causes the large volume of subcooled liquid in the primary system to
shrink. This affects the sysytem elasticity (by 11%, depending on the vapor volume in the Pressurizer) and increases
the rate of depressurization and flashing in the Pressurizer. The liquid in the Pressurizer flashes and drains into the
primary system, to compensate for liquid contraction and liquid loss through the break. Phase 1 and Subphase 1.2
terminate with the occurrence of the S-Signal.

3.2 Phase 2. Passive Heat Removal

Phase 2 begins when the S-Signal is tripped at the specified trip set point pressure of 12.8 MPa (128 bar, 1850 psig)
[19] and it ends when the collapsed liquid level in at least one of the Core Make-up Tanks (CMT) reaches the designer-
specified 67%-volume mark and thereby trips automatic depressurization.

At the S-Signal, valves are opened (see Figure 1.1) to permit natural circulation through the CMTs and the Passive
Residual Heat Rejection System (PRHR), the Reactor Coolant Pumps (RCP) are tripped off, and the Steam Generators
(SG) are isolated by closing off the steam lines and the feedwater lines. Passive heat rejection by natural circulation
through CMTs and PRHR is the dominant process and described in Section 2.2.1. PRHR cooling power exceeds at
first core heating. Before the initiation ofADS, the Accumulator valves open at the pressure set point of 4.82 MPa
(48.2 bar, 700 psig) [19, p. H-5).

Phase 2 is subdivided into two Subphases of which the first one is subdivided again as follows:
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3.2.1 Subphase 2.1 Before Accumulator Injection

This partition is needed because the system elasticity changes at the moment the Accumulator valves are opened at the
pressure set point of 4.82 MPa (48.2 bar, 700 psig) [19, p. H-5], because of the addition of the nitrogen gas volume
to the primary system volume. Subphase 2.1 is partitioned into two parts, according to the steam generator action, as
follows:

3.2.1.1 Steam Generators as Heat Sink

The two-phase mixtures in the isolated Steam Generators (SG) are being pressurized by isochoric heating from the
primary side and act, therefore, as intensive heat sinks of the primary system. This phase begins with Phase 2.1 and
ends when the pressures of primary and secondary sides are equal at the “cross-over point” shown at the intersection
of the blue and red curves in Figure 3.1.

3.2.1.2 Steam Generators as Heat Source

The Steam Generators remain, beyond the cross-over point, for the primary side a heat source through the duration
of Phases 3, 4, and 5. The fluid on the SG secondary side undergoes isochoric depressurization due to cooling by heat
transfer to the primary side and the containment.

3.2.2 Subphase 2.2 After Accumulator Injection

Subphase 2.2 starts at the design pressure set point of 4.82 MPa (48.2 bar, 700 psig) [19, p. H-5], when the pressures
in Accumulator and primary system are almost equal, and it ends when the automatic depressurization is initiated at
the beginning of Phase 3. Borated water is pushed out from the Accumulators, through the Direct Vessel Injection
(DVI) lines (see Figure 1.1) into the primary system at the rate at which the break flow makes room; this means that
the discharge rates from the break and the Accumulators differ only by the volume dilatation in the primary system
and can be determined entirely without predicting the pressure drop across the Accumulator valves.

3.3 Phase 3. ADS-123 Blow-Down

The Automatic Depressurization System (ADS) is designed to reduce the primary system pressure until it is possible
to drain water by gravity from the In-containment Refueling Water Storage Tank (IRWST) into the Reactor Pressure
Vessel (RPV) (see Figure 1.1). The first three valve banks, ADS-123, discharge fluid from the top of the Pressurizer
(PRZ) through submerged spargers into the IRWST.

The ADS-123 Blow-Down Phase begins when the collapsed liquid level in at least one of the Core Make-up Tanks
(CMT) reaches the designer-specified 67%-volume mark and ends with the initiation of the fourth ADS stage when
the collapsed liquid level in at least one of the CMTs reaches the designer-specified 20%-volume mark [19]. The flow
rate through the ADS-123 valves dominates all other processes during Phase 3.

ADS-2 and ADS-3 valve banks are tripped open with a 90 and 210 second delay, respectively, after the opening of the
ADS-1 bank. However, these three events are modeled in the scaling analysis as one event, since the 210 second time
span is short compared to the 10 second long transient.4
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3.4 Phase 4. ADS-4 Depressurization

The ADS valve bank to be tripped last, the ADS-4 valves, discharge fluid from both Hot Legs through stand pipes
directly into the containment (see Figure 1.1). The liquid portion of theADS-4 (and break) flow ends up in the
containment sump and becomes eventually available for recirculation through the RPV at the later part of Phase 5.
The vapor portions from ADS-4 and break flows condense on the containment shell through the passive containment
cooling system and return, via gutters, into the IRWST, from where the condensate is also available for long-term
cooling.

Phase 4 begins when the collapsed liquid level in at least one of the CMTs reaches the designer-specified 20%-volume
mark and it ends when the primary system pressure can be overcome by the gravity head in the IRWST to allow gravity
draining from the IRWST via two DVI lines into the RPV (see Figure 1.1).

Fluid is being discharged during Phase 4 also from the break and through the ADS-123 valves. Near the beginning
of Phase 4, the ADS-123 flow becomes subsonic, and the ADS-123 flow is approximated for the scaling analysis by
the largest possible subsonic flow at the ADS-123 valves.

3.5 Phase 5. IRWST and Sump Injections

The IRWST and the Containment Sump provide in Phase 5 long-term cooling indefinitely. Water is supplied first
from the elevated IRWST, passes via the DVI lines through the RPV and into the containment, primarily through the
ADS-4 valves and the break. The CMTs and Accumulators are empty and isolated from the primary system by check
valves. Vacuum breakers prevent back flow from the IRWST into the PRZ via the submerged spargers in the IRWST.
The pressure at the PRZ top equals the containment pressure, and the PRZ provides water initially to the primary
system.

Phase 5 begins when the primary system pressure can be overcome by the gravity head in the IRWST to allow gravity
draining from the IRWST via two DVI lines into the RPV (see Figure 1.1). Phase 5 goes on indefinitely. Phase 5 is
dominated by IRWST drainage. When the liquid levels in IRWST and sump are at the same elevation (above the
elevation of the Hot Legs) then tha sump valves open, making IRWST and sump one reservoir. Natural circulation
continues indefinetly through the DVI lines, the RPV, and ADS-4 valves, thereby removing the decay heat.

3.6 Closing Remarks on Partitioning of Transient

It is important to realize the need for breaking up the transient in preparation for the scaling analysis. The
development of PIRT [18] hinges on the the partioning of the complex transient into simpler time segments. Scaling
requires this simpification also.

The first four phases are dominated bydepressurizationwhich, in turn, is caused by distinct processes: break flow,
coolant thermal contraction, ADS-123 flow, and ADS-4 flow. The last phase is dominated bygravity drainage.

The partioning is needed because the ranking of all the processes taking place during the entire transient must be
achieved by comparing these with the dominant process in each phase and then the importance of the phases relative
to each other [17]. Moreover, the conditions must be estimated for the beginning of each phase to obtain the reference
paremeter for normalizing the conservation equations. This estimation is possible only with reliable information about
the changes that have taken place previously, information which is not accessible without having estimates for time
segments which are governed by a single process in the previous phase.
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The key issue is RPV coolant inventory, and it has been argued that Phase 4 with ADS-4 Depressurization is initiated
by aninventory signal, i.e., the smaller inventory of the two Core Make-up Tanks, and that therefore (1) the system
pressure at initiation of Phase 4 with ADS-4 Depressurization and (2) Phases 1 through 3 leading up to Phase 4 with
ADS-4 Depressurization are unimportant for the RPV inventory at the end of Phase 4. However, the system pressure
at the start of Phase 4 with ADS-4 Depressurization is affected by the heat transferred to the primary-side coolant
during Phases 1 through 4, and then dominates the ADS-123 and ADS-4 valve discharge flows. Consequently, the
system pressure prevailing at the start of Phase 4 is important.
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4. SCALING METHODOLOGY

The scaling analysis for the AP600 presented in this report follows the methodology of thermohydraulic systems
scaling presented earlier by Wulff[17]. This methodology serves to establish the scaling criteria of global system
response and component interactions for relating integral, full-size industrial to reduced-size test facilities. It serves
specifically the objectives of this work as stated in Section 1.2, namely (1) to identify theleading processes and
phenomenathat govern the system depressurization and long-term cooling of the AP600 (see Chapter 3), and (2) to
quantify thescale distortions, if any, for the leading phenomena and to interpret the significance of the scale distortion
with regard to core cooling, and to the capability of predicting the minimum coolant inventory by computer code.

4.1 Top-down and Global System Scaling

Scaling of the global system response is the first "top-down" step in the hierarchical two-tiered scaling methodology
developed by Zuber [20]. The top-down scaling starts with scaling theentire system as a whole. Since no part of the
system is excluded, top-down scaling provides thecomprehensivenessof the scaling methodology. Since no part of
the system is excluded,no claims or assumptions about such exclusions need to be justifiedby additional order-of-
magnitude estimations, and top-down scaling provides therefore theefficiencyof the scaling analysis.

As pointed out by Zuber [20, p.41], the top-down scaling approach in the hierarchical two-tiered scaling methodology
proceeds from the whole system to the system components, to constituents, to phases, and fields. It yields one scaling
group for every transfer process between media at every level in the system’s hierarchy, such as system components,
constituents, phases, or fields, etc. This report addresses the top-down scaling part of the hierarchical two-tiered
scaling methodology on the global AP600system leveland on selected component levels for the primary system, the
CMTs, PRHR, PRZ, the Accumulators, and the IRWST of the AP600 and its related three integral test facilities APEX,
ROSA, and SPES. The results of the analysis provide the rational framework for the bottom-up or “traditional”
component- and subcomponent-level scaling by directing it toward the components in which the most important
processes evolve.

4.2 Scaling Criteria

Two facilities of different sizes are scaled and similar if onesolution to a system of scaled equations describes the
transient responses ofbothfacilities in terms of thesamescaled (normalized) time and scaled state variables. Scaled
state variables (see Eq. (4-1) in Section 4.4.4), including initial and boundary conditions, and scaled times of the two
facilities, and the constant coefficients in the scaled governing equations, which are thenondimensionalscaling or�-
Groups, (see Eqs. (4-2) and (4-3) in Sections 4.4.5.1 and 2, respectively) must be common to both facilities. Similarity
may exist between two facilities of different media, such as between a hydraulic system and its electrical analogue.

The scaling analysis yields for the AP600 and each test facility a separate set of numerical values from the evaluation
of the�-Groups. Scaling criteriaare the requirement that for AP600 similitude of the APEX, ROSA, and SPES
facilities their�-groups must have nearly the same numerical values as the corresponding�-Group of the AP600, at
least for the dominant phenomena, and that scaled constitutive relations are the same for both systems (law of
corresponding states).

In contrast to thescaled time- and space-dependent variables, y*, scaling groups,�, areconstants, formed from
specified fixed geometrical and controlled operating parameters, such as initial conditions and thermophysical
properties at initial conditions. There is one and only one group for each transfer process or phenomenon taking place
in the system.Partial similitudeis achieved when the scaling groups ofdominant phenomenaare matched in AP600,
APEX, ROSA, and SPES.
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4.3 Principles of Scaling

Scaling groups can be derived by several methods, as explained in Reference [20]. Here they are derived by
normalizing the equations of the mathematical models for the system and its components. The equations are the mass,
energy, and momentum conservation equations, the thermal and caloric equations of state for theglobal systemand
selected components, and constitutive relations for heat transfer, wall friction, form losses, and phase change. The
normalization meets two important principles of scaling [17]:

(1) The governing equations arenormalizedsuch that thenormalized variables, y*, and their derivatives with respect
to normalized time and space coordinates are of order unityand themagnitudeof each term of the normalized
conservation equation ismeasured by its constant, normalizing factor, C. The factors,C, are storage rates (of
mass, momentum, or energy) on the left-hand side (factored out from the time-derivative term) and flow rates (of
mass, momentum, or energy) on the right-hand side of the conservation equation; all factors,C, in an equation
have the same dimension. This fundamental principle of normalization renders the magnitude of the constant
normalizing factors,C, and, consequently, of the resulting scaling groups, or�-Groups, representative of the
magnitude of their respective terms.

(2) The governing equations are thenscaledby dividing the equations through one of their constant normalizing
factors. The division produces for an equation ofm terms (m - 1) nondimensional scaling or�-Groups which,
being different from unity, form the (m - 1) scaling criteriaof the scaled equation. The second principle affords
simplicity and flexibility, i.e., the largest number of design and operating parameters in the smallest number of
potential scaling requirements, and it provides a basis for convenient interpretation.

One could, in principle, divide, and scale, an equation by anyone of its constant normalizing factors as reference. The
choice of reference is determined by the purpose of interpreting the resulting�-Groups. The choice has no impact
on the ranking of processes and the assessment of scale distortions. Two choices were made in this scaling analysis
because of their specific advantages.

The first choice is to divide the governing equation by the constant normalizing factor of thecausative term. This
choice renders the�-Group of the causative process to be unity (� = 1 for the causative or reference term) and
provides for all the other terms in the equation�-Groups whichmeasure the magnitudes of their respective terms
relative to the causative term, and therewith the importance of the associated transfer processes relative to the
causative process. See Eq. (4-2) for the form of a governing equation scaled by the causative term.

The causative term represents thecausative process, that transfer process appearing on the right-hand side of the
conservation equation which initiates the change for its control volume during a phase of the transient. Typically, the
break flow, the valve discharge flow through the Automatic Depressurization System, or the heat transfer at the Passive
Residual Heat Rejection System are causative processes.

The change in a control volume is, in general, described by a set of mass, energy, and momentum conservation
equations. The causative process will affect the storage of mass, energy, and momentum. Thecausative processwill
be thedominant processfor the change of mass, energy, or momentum in a control volume, but it does not have to be
the dominant process for all changes.

Thedominant processmust be scaled with top priority. The dominant process is the transfer process the term of which
is on the right-hand side of the equation and has the largest normalizing factor and therefore the largest�-Group on
the right-hand side of the scaled equation. The dominant process causes, at least initially in a phase, the greatest
change for a state variable of the control volume. It is the most important process, unless it lasts only a short fraction
of the characteristic time of the phase (causing a short, insignificant spike) and is overpowered by a lesser but longer-
lasting transfer process. Scaling analysis provides information only for the start of a phase. Simulation (integration
of the conservation equations) is needed to determine rapidly changing trends. The process dominance is decided,
therefore, on the basis of�-Groups only.
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One could scale every conservation equation with the normalizing factor of its dominant term, or one could scale the
set of governing equations with their common causative term for the phase of the transient. The ranking of processes
and the assessment of scale distortion would bethe samefor either choice, if only the same choice is used for all
facilities. In the scaling analysis reported here, we have used the causative term and we call the method the causative
process related scaling method. Since the experiments in the AP600 related test facilities had been completed before
the start of the scaling analysis, it was found that the causative processes are more than other transfer processes
controlled by design and operation of the test facilities, and therefore suitable as the reference for comparing and
ranking processes, and for assessing scale distortions.

For a single conservation equation, one obtains its characteristic response time by defining the� -Group of thec

equation’s time-derivative (capacitance term) as unity. Thus, the number ofcausative term-related scaling criteria
can be reduced further to (m - 2), but only if there is no need to refer to a common system response time forall the
governing equations. This is discussed in Section 4.4.5.1. The specific advantage of the causative-process related
scaling method is described in Section 4.4.5.1.

The second choice is to divide the governing equation by theconstant normalizing factor of the capacitance term(or
storage term, i.e., the time-derivative term) on the left-hand side of the conservation equation. This provides for all
the other terms (on the right-hand side) in the equation�-Groups whichmeasure directly the fractional contributions
of their respective processes to the time-rate of changeof that state variable (pressure, mass inventory, temperature,
or flow rate) which is governed by the equation. Each�-Group in the scaled equation is the fraction of the total
change in the control volume that is caused by the corresponding source within, or the corresponding flux across, the
boundaries of the control volume. Thus, the second method is called thefractional scaling methodand produces the
fractional scalingor � Groups. See Eq. (4-3) for the form of a governing equation scaled by the fractional scaling
method. The magnitude of the fractional� Groups also exhibit the importance of the associated transfer processes.
The specific advantage of the fractional scaling method is described in Section 4.4.5.2.

The two scaling principles yield scaling groups which characterize their respective processes with the smallest possible
number of potential scaling requirements. At the same time, by combining the largest possible number of design and
operating parameters into each scaling group, they provide to the experiment designer and the experimenter the
greatest flexibility for meeting the scaling requirements. As demonstrated in [17], the two important principles
explained above are indispensable for associating relative importanceof phenomena or transfer processes with the
magnitude of their respective nondimensional�-Groups. The consequences of not heeding these principles are very
serious:

(a) Every rate of change (storage process) and transfer of mass, momentum, and energy (transport process) is
associated with a normalized variable, y*, or a product of normalized variables, and a�-Group.

Unless all the terms in the equation areindividually normalized such thateverynormalized variable, y*, and its
derivative, are of order unity (reaching, without exceeding, during the phase of a transient thelimits between -1
and +1), the associated�-Groups fail to represent the magnitudes, and cannot characterize the significance, of
all its corresponding processes (see [15], pp. 24-26; 28, 29, 32).

(b) Processes which are not scaledindividually so as to satisfy the above scaling principle cannot be assessed
regarding their relative importance (for examples see [15], pp. 24-26; 28, 29, 32).

The success of satisfying the requirements of Scaling Principle (1) depends entirely on one’s capability to estimate
reliable reference parameters for normalizing the terms in the conservation equations. Fortunately, the large majority
of reference parameters is secured directly by design specifications and specified operating conditions. Some
estimations of reference parameters require assumptions about heat transfer and flow regime modes. When there are
no experimental data available, one may have to normalize a term with two or more potentially valid reference
parameters, each representing a different but unknown flow or heat transfer mode. One may then have to continue
the scaling analysis and its application conditionally with all alternatives until later all but one alternative are
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eliminated, most likely through subsequent experimentation or possibly by analysis. In the work presented here, we
have taken advantage of available test data to confirm the estimation of reference parameters.

4.4 Scaling Approach

The scaling analysis presented in this report addresses the AP600 global system response and component interactions
that follow a Cold-Leg break. The transient scenario is divided into five phases and six subphases, as explained before
in Chapter 3. Up to two pressures, two liquid inventory levels, three liquid temperatures (or enthalpies), and seven
flow rates, are used as state variables to describe the global system and its component interactions in a (sub)phase.
The state variables are:

for Phase 1, initial depressurization:

the pressurep of the primary system (consisting of all the components communicat-1

ing during Phase 1, and their connecting lines), each before and after
scram,

the liquid volume fraction. in primary system (i.e., in Pressurizer (PRZ)),l

the liquid temperatureT of subcooled liquid in primary system, andl

the mass flow ratesW in each cold leg (4);
 

for Phase 2, passive heat rejection:

the pressurep of the primary system (consisting of all the components communicat-1

ing during Phase 2, and their connecting lines), each before and after
accumulator injection,

the pressurep of the secondary side of the isolated steam generators,2

the liquid volume fraction. in primary system (primary system inventory),l

the liquid temperaturesT of subcooled liquid in primary system and, individually, in Core Make-l

up Tanks (CMT), and in Passive Residual Heat Rejection (PRHR)
system, and

the mass flow ratesW in each cold leg (4), in CMT (2), and PRHR system;

for Phase 3, ADS-123 blow-down:

the pressurep of the primary system (consisting of all the components communicat-1

ing during Phase 3, and their connecting lines), each before and after
accumulator injection, and

the liquid volume fraction. in primary system (Pressurizer and Core Make-up Tank) inventory;l
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for Phase 4, ADS-4 depressurization:

the pressurep of the primary system (consisting of all the components communicat-1

ing during Phase 4, and their connecting lines), each before and after
accumulator injection,

the liquid volume fractions. in primary system (primary system inventory), Reactor Pressure Vessell

(RPV), CMTs, and PRZ, and

the subcooling enthalpyûh at the core entrance;sub

for Phase 5, IRWST and sump injections:

the liquid inventory (levelL) in RPV, PRZ, and IRWST,

the liquid enthalpyhl of the Downcomer (DC) and Lower Plenum (LPL),

the mixture enthalpyh at the reactor core exit, and
the mass flow ratesW from IRWST, PRZ, ADS-4/A and B and the break.

The method of scaling is consistently applied to all five phases of the transient. It is described here in the following
five steps which are common to the scaling for each phase:

4.4.1 Identification of Control Volume

It was pointed out in Section 4.3 that the scaling criteria are derived in the present work by normalizing the mass,
momentum, and energy conservation equations. The first step of the scaling process for a phase of the transient is to
identify the control system and to apply it consistently for every conservation equation. For mass and energy
conservation, the control system is a volume, called thecontrol volume. For the momentum equations, the control
system is a link of momentum control volumes, called theloop or loop system.Forces are first balanced on control
volumes of constant cross-sections, and the forces exerted by the fluid channels on the fluid are introduced in the links
between the momentum control volumes as described in detail in [17]. Inertia, gravitational, and flow resistance forces
are expressed as pressure differences. Internal fluid pressures at component interfaces cancel out in the resulting loop
momentum balance. Flow velocities are replaced by volumetric flow rates because these are continuous across flow
area discontinuities.

As stated in Section 4.1 the control system (volume or loop system) encloses the entire primary system for the global
system scaling. This includes, for the depressurization equation derived from mass and energy balances, all the
components that can communicate (by pressure signal) even where closed valves disallow through flows. Specifically,
the volumes of the CMTs and the PRHR system are part of the control volume of the primary system for mass and
energy conservation even before the S-Signal activates natural circulation through CMT and PRHR. On the other
hand, the flow passages through CMTs and PRHR are not part of the loop system for the momentum balance until the
CMT and PRHR valves are open.

The entire boundary and interior of the control system is scrutinized to include all fluxes and every storage of mass,
momentum, or energy. The specific control systems are presented in Figures 5.2 through 5.4 of Section 5.4.1.1 for
mass and energy conservation, and in Figures 5.5 through 5.7 of Section 5.4.2 for momentum conservation. There
are no simplifying assumptions implied in the definition of control systems or in the application of the conservation
equations. Assumptions are implied only in the distribution, over the control volume and at the beginning of a phase,
of subcooled liquid, two-phase mixture, superheated vapor, and noncondensible gases, and in the estimation of
reference parameters.
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4.4.2 Model Derivation

The modeling technique used for the global scaling analysis presented here is the same as published earlier by Wulff
[17]. With the control system identified, the second step is to write the global conservation equations, either directly
for the system, or first for parts of the system which are then combined for the system. The conservation equations
are written for parts of the system if it consists of regions of differing fluids, such as regions of subcooled liquid,
superheated vapor, equilibrium two-phase mixture, or perfect gas. The identification of regions and the associated
selection of intrinsic constitutive relations for material properties introduces the first kind of modeling assumptions
which are amenable to confirmation by experiments. Specific model descriptions and assumptions are presented later
in Section 5.4.

4.4.3 Selection, Calculation, and Validation of Reference Parameters

The great importance of selecting or estimating reliable reference parameters which render the normalized variables,
y*, to be of order unity was explained in Section 4.3(b). It is also important to note that onlyfixed and known, or fixed
and controllableparameters,Y andY , or ûY, may be used as reference parameters (see Eq. (4-1) below) formax  min

normalizing the variables. The parameters used in this work are only those known from the givengeometric design,
the given selection of materials and theirproperties, from giveninitial andoperating conditions,such as the specifica-
tion of trip set points.

The third step in the process of scaling, that is, the collection of plant-specific design parameters (for geometry, initial
and operating conditions) turned out to be an extraordinary chore because there is no single comprehensive source
available for consistentglobalsystem descriptions. Many data are reported in different documents and in conflict with
related published data (see the variation of reported ADS valve size specifications in Appendix 9). Global data,
primarily for form losses, had to be assembled from local (detailed) data. Data are needed that are specific to the
system topology, as determined by the location of branch points, but data are reported invariably specific to the location
of instrumentation. Cooperation is needed in the future between analysts and experimenters who reduce and report
data.

Reference parameters which are not specified by design and, therefore, not known directly, are determined either for
initial conditions from the steady-state balance equations, or for the starting conditions of the second and later phases
from the transient modeling equations that are also used for scaling. In any case, reference parameters are expressed
in terms of directly known design parameters since they must characterize appropriately the AP600 or the respective
test facility.

This determination of reference parameters introduces the second kind of modeling assumptions which are amenable
to confirmation by experiments. Experience showed that, in general, computed reference parameters failed to agree
with test results, not because of modeling errors, but because of errors in reported data. These errors had to be resolved
before agreement could be achieved with test data. Specific model descriptions and assumptions are presented in
Section 5.4. Table 5.15 in Section 5.5.5 presents the parameter comparison with available experimental data to
confirm the reference parameters by experiments.

4.4.4 Normalization of Modeling Equations

The global conservation equations for the AP600 system are normalized, in the fourth step of the scaling process, first
according to Principle (1) stated in Section 4.3: each variableY(t) in the equations is normalized with the aid of the
reference parameters obtained in Step 3 above. More specifically, each variable is reduced by an estimate of its
expected minimumY , and then divided by an estimate of its rangeY - Y = ûY, so that the scaled variablemin           max  min

(4-1)
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measures thefractionof the expected change ofY, between approximately 0 and 1 . For monotone (depressurization)1

transients,Y is for most variables their initial valueY , andY may be the estimated (asymptotic) end value, or 0.max        0   min

Should the variable exceed its initial value,Y is the highest set point of the variable that causes the reversal of themax

rising trend of the variable. We point out that the normalized variable,y*, does not have to reach the magnitude of
1 exactly, but only sufficiently close to pass the magnitude of the respective term on to the constant normalizing
normalizing factor.

It must be recognized thatnormalization of the governing(conservation)equations does not affect their validity, even
if the normalization fails to meet Scaling Principle (1)as stated in Section 4.3. From this follows as important
corollary that the display of agreement (collapsing of data) between scaling groups or normalized variables from
different experimental facilities cannot reveal whether or not thecorrect reference parameters for scaling have been
chosen which render the normalized variables of order of magnitude 1. For this purpose, one must confirm that the
historyy*( t) of the scaledvariablesspans the entire range from 0 to 1, but does not exceed it. One can also test the
modelwith test data, either in scaled or in unscaled form but not thescaling process.

While the global conservation equations are universally valid, the need to estimateparameter magnitudesand to select
reference parametersY andY for their normalization is the compelling reason for the need to distinguish betweenmax  min

different operating modes or phases of a transient.

4.4.5 Scaling of Conservation Equations and Scaling Criteria

The fifth and final step in the scaling process is the scaling of the conservation equations according to Principle (2)
in Section 4.3. Two useful methods of scaling the conservation equations are described in Section 4.3 and have been
employed in this work. The methods differ in the use of the reference term for scaling the equation. The reference
term is crucial for the comparison of facilities. Each scaling method provids its distinct advantages for interpreting
the scaling groups. These are described in the next two subsections.

4.4.5.1 Conservation Equations Scaled on the Basis of the Causative Process

The first method explained in Section 4.3 is the scaling methodby causative processesand provides thecausative
process related, scaled conservation equationswith thecausative process related�-Groups.The first scaling method
is called thecausative process relatedmethod because the causative term in the equation, which represents the
causative process, is the reference for assessing the importance of all other terms in the equation. The causative
process initiates the transient of a phase. The causative process dominates some but not all changes during the phase
of a the transient. The associated causative term is the dominant term in some but not every governing equation for
the phase. The processes causing the system depressurization are the flows through the break, through the first three
Automatic Depressurization System (ADS) valves, and the fourth-stage ADS valves. The discharge flow from the In-
containment Refueling Water Storage Tank (IRWST) is the causative process during long-term cooling.

The form of the conservation equations scaled on the basis of itscausative processis

(4-2)
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wheref* andg* are, in general, scaled material property functions (some of which may be unity), and the summation
is over all terms but the causative term (subscriptcs) of the conservation equation. The magnitude of eachcausative
process related�-Group reflects the importance of the associated process relative to the causative process whose�-
Group has the value of 1. The identification of the causative process and the associatedcausative termfor each
equation has been discussed in Section 4.3.

The causative process related�-Groups on the right-hand side of Eq. (4-2) are ratios of flow rates or of fluxes,
namely: of volumetric flow rates for the depressurization equation, mass flow rates for the inventory balance equation,
energy flow rates for the energy conservation equation (to describe temperature changes), and momentum fluxes
(pressure differences) for the system of loop momentum balances. The electrical analogue to the flow rates and fluxes
would be the current proportional to the reciprocal of Ohmic resistance.

The time-derivative term on the left-hand side of Eq. (4-2) is the storage term for the control volume of the scaled
equation. It is associated with the volumetric, mechanical, or thermal, compliance or dynamical inertia, depending
on whether the equation describes the rate of change, respectively, of mass inventory, pressure, temperature, or flow
rate. The corresponding scaling group is the�-Group of compliance,� , in Eq. (4-2).c

By setting� in Eq. (4-2) equal to� = 1, one determines the characteristic response time,t , of the control volumec      c          chr

for which the scaled equation is written. The characteristic response time is the characteristic drainage time, the
thermal re-
sponse time, or the characteristic depressurization time, depending on whether the equation describes the change of
inventory, stored energy, or pressure, respectively. Figure 4.1 shows the initial slope of the monotonic decrease of the
scaled state variable fromy* = 1, in the scaled characteristic response time,t* = t/t , of the control volume. Everychr  chr

control volume has one characteristic response time each for depressurization, and for the changes of inventory,
temperature, and flow rate. To unify all responses during a phase, a single reference time,t , of primary systemps

response is used in the scaling analysis reported here. The scaled system timet* = t/t = t* ·t /t is the abscissaps   chr chr ps

in Figure 4.2, and the ratio� = t /t of the characteristic time for the change ofy* (storage) in thecontrol volume,C  chr ps

over the characteristicsystemresponse time is the capacitance scaling group in Eq. 4-2. Characteristic times are
defined in Section 5.5.1.� = 1 if the characteristic time of change is also the characteristic time of system responsec

(e.g., if� is from the depressurization equation and if depressurization is the characteristic process of the phase ofc

interest, which makes the system characteristic time equal to the characteristic time for depressurization). As shown
in Figure 4.2, when� > 1 theny* changes only fractionally during thec

phase and approaches steady-state conditions for� » 1. Conversely, when� « 1, then y* completes its change veryc      c

early in the transient.

This demonstrates the two advantages of thecausative processrelated scaling method: (1) the magnitude of the
causative processrelated scaling groups indicate the importance of their associated processes relative to the well-
known causative process which initiates and sustains, and is therefore responsible for, the changes, and (2) the method
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of scaling reveals with asinglescaling group, namely� in Eq. (4-2), how close a particular change is to steady-statec

conditions relative to the overall system change.

4.4.5.2 Fractional Scaling of the Conservation Equations

The second scaling method explained in Section 4.3 is designed to exhibit the time-rate of change contribution by each
process (flow, flux, and source terms) taking place in, and on the boundary of, the control volume of interest. The
second method is called thefractional scaling methodand provides thefractional form of the scaled conservation
equations with thefractional�-Groups. The fractional scaled conservation equation is obtained either directly by
dividing the normalized equation by the constant normalizing factor of its time-derivative term, or by dividing Eq.
(4-2) by the capacitance scaling group� of its time-derivative term. Neither the constant normalizing factor nor thec

capacitance scaling group is zero.

The conservation equation scaled by thefractional method has this form:

(4-3)

The fractional �-Groups on the right-hand side of Eq. (4-3) are ratios of characteristic times or frequencies, or
equivalently, products of characteristic times and characteristic frequencies[20]. These time or frequency ratios reveal
the extent (fraction or multiple) to which the corresponding storage or transport process is being completed during the
characteristic time of the entire system.

The important advantage of the second scaling method is that thefractional�-Groupsmeasure directly the fractional
rate of change of the respective process on the total rate of change, as shown in Figure 4.3 for two precesses with two
�-Groups,� and� . The magnitude of thefractional�-value indicates how much the tangent on the curvey*( t*)1  2

is turned by the respective process at the initialtime. The second method of scaling the conservation equations allows
one also to rank the processes represented in the conservation equation in the order of their importance for a given
facility. Additionally, it serves to estimate the changes brought about by each process and all processes combined.
In fact, equations in the form of Eq.(4-3) were used to estimate starting conditions for a phase from the starting
conditions of the previous phase.

Capacitance-related design specifications (fluid volumes and heat capacities, for example) are inherent to, and fixed
for, a completed facility and difficult to change in comparison to the adjustable design specifications which control
the causative processes (valve settings and flow orifices, for example). Since in the second scaling method the

capacitance term serves as the basis for comparing different
facilities and for identifying scale distortions, and since the
capacitance term affects all scaling groups on the right-hand
side of Eq. (4-3), the second method produces sometimes
more distorted scaling criteria than the first method. It must
be recognized that the capacitance term plays an important
role in either scaling method, even tough it is represented by
only a single scaling group in the first method.

Results from both scaling methods are reported in Chapter
6.2 for all conservation equations except for the quasi-steady
loop momentum balances of Phase 5, i.e., the long and nearly
steady IRWST and sump injection phase, for which the
inertia scaling groups would have been of order 10 . The-4
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ranking of phenomena and the assessment of scaling distortions are based in this report on thefractional scaling
groups,as obtained by the second scaling method, for all but the processes affecting the steady-state momentum
balances of Phase 5.

4.4.6 Scaling of Loop System

The dynamic interaction between components of the thermohydraulic system is through forced or free circulation of
liquid, vapor, or two-phase mixture. The interaction is modeled [17, 21] by the system of loop momentum balances.
The loop momentum balances are combined into a single vector equation (see Eq. (5-49) on Page 5-25) with one vector
component for each closed loop in the thermohydraulic system. The scalar scaling equations, Eqs. (4-2) and (4-3)
must be extended to vector equations.

The derivation of the loop momentum balances for general flow
conditions is found in Reference[21] and summarized in Section
5.4.2 of this report. The loop momentum balances are scaled in
Section 6.1.4. Thescaling methodologyfor vector equations is
explained below for the loop momentum balances of single-phase
flow in the simple, two-loop system shown schematically in
Figure 4.4.

Figure 4.4 shows a system of two closed loops: Loop 1, starting
from Branch Point a, going on passed 1 to Branch Point b, and
returning back to Branch Point a; and Loop 2, starting also from
Branch Point a, going on passed 2 to Branch Point b, and back to
Branch Point a. Each loop consists of components having
straight flow channels, bends, expansions and contractions. The

two loops have three loop sections: Section a1b, Section ab, and Section a2b. The state variables of Loops 1 and 2
are the volumetric flow rates- and- , respectively, of the flows leaving Branch Point a.1  2

Section 5.4.2 explains below Eq. (5-20) on Page 5-12 that, when forces acting on a loop system are replaced by
pressures, and fluid velocities by volumetric flow rates, then the familiar inertia (mass) of!V = !LA of the fluid with
density! in a component with volumeV, lengthL, and cross-sectional areaA is replaced by!L/A, and the flow
resistance in a component with loss coefficientK, Darcy friction factorf, and hydraulic diameterd is !/2[(K +h

fL/d )/A ] --. With this nomenclature, the two loop momentum balances for the system shown in Figure 4.4 areh
2

given by this vector equation:

(4-4)
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On the left-hand side of Eq. 4-4 is the product of the 2×2 inertia matrix,ÿ, times the 2-dimensional vector of time
derivatives of the state variables, i.e., of the flow rates leaving Branch Point a. On the right-hand side of Eq.
4-4 are first the two 2-dimensional vectors of pressure differences, and , caused by gravitational and
pumping forces, respectively. The last term of Eq. 4-4 is the flow impedance term and the product of the 2×3
impedance matrix,�, times the 3-dimensional vector of the so-called directed kinetic energy, is called the
vector of directed kinetic energy, because its elements change sign with changing flow directions and represent the
kinetic energy which governs irreversible pressure losses. The number of columns of� equals the number of loop
sections. The number of rows inÿ and�must equal the number of closed loops in the system, andÿ is always a square
matrix.

& Notice that eachdiagonalelement of theinertia matrixÿ is the closed-loop inertia of the loop associated with the
row of the element.

& Loops 1 and 2 have Section ab in common. Section ab couples the two loops dynamically because any pressure
difference caused by the flow- of one loop imposes itself on the flow in the other loop. The coupling by inertia
and impedance is evident directly from Eq. 4-4, the coupling by gravity and pumping can be recognized when Eq.
4-4 is solved explicitly for the two time derivatives.

& Equation 4-4 shows that the acceleration of- is coupled to the acceleration of- , and vice versa, by virtue of1       2

theoff-diagonalelements in theinertia matrixÿ. The coupling is the stronger the larger the off-diagonal terms
are.

& Any two loops which have the same impedance matrix element in a column of the impedance matrix� are
impedance-coupled via the loop section that pertains to the column. See the last column of� in Eq. 4-4: both
loops are impedance-coupled through Loop Section ab.

Normalization. Equation 4-3 shows that when avector equationis normalized according to the first principle of
scaling presented in Section 4.3 (normalization is the fourth step of the scaling methodology described in Section
4.4.4), the scalar constant normalizing factors,C, of the scalar conservation equation, must become matrices. Every
time-dependent element of the and vectors and of theÿ and� matrices must be normalized and then scaled
to render every time-dependent element of the scaled variable arrays of order unity. The vectors and matrices are
normalized with respect to themain-loop reference parameters and each array element is normalized with its
maximum (or initial) value. The normalization with respect to themain-loop reference parameters provides the global
system scaling and serves as the basis for scaling the distribution of inertia, gravity, and impedance. The distribution
of inertia, gravity, and impedance determines the flow distribution and the individual loop response times.

The left-hand side of Eq. 4-4 is normalized with the reference volumetric flow rate,- , the system characteristicref

response time,t , and the initial inertia of the main (i.e., reference) loop.ref

(4-5)

whereÿ = (ÿ/ÿ ) and - = (-/- ) . Repeated indices indicate summation, except whereX denotes term-by-termij   0 ij   j    0 j
*      *

multiplication without summation. The specific reference parameters and the selection of themain loop are discussed
in Section 6.2 for the individual phases.

The first factor on the right-hand side of Eq. 4-5 is the scalar normalizing factorC which relates inertia to the system
response and becomes, after scaling, theglobal�-Group of inertia,� . The term-by-term multiplication of the secondIN
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and third factors on the right-hand side of the top line of Eq. 4-5 yields the Inertia MetricS shown as the second
ÿ

factor in the bottom line of Eq. 4-5. The Inertia MetricS scales the effects of loop system geometry onlocal inertiaÿ

distribution. The scaled inertia matrix,ÿ , scales the local density variations (caused by changes of void fraction andij
*

void distribution parameter); it equals the identity matrix unless the fluid density changes with time.

Scaling. The gravity and impedance terms on the right-hand side of Eq. (4-4) are normalized in the same manner as
the term on the left-hand side for the time rate of momentum change. For natural circulation, the pumping term is
omitted and the normalized equation is divided by the constant normalizing factor of the gravity term. The result that
corresponds to Eq. (4-2), i.e., the scalar conservation equation scaled by the causative process related method, is for
the scaled vector equation, Eq. (4-4), written here in indicial notation:

(4-6)

wherei = 1, 2 and is the loop and equation index, the summation overj covers the loops, and the summation overk
covers the loop sections.S andS are the gravity and impedance metricsG  �

(4-7)

ûH is the elevation difference of gravity center points,� the isobaric expansion coefficient, andûT is the drivingGR         T      GR

temperature difference for natural circulation. The resistance coefficientsR are the same as the elements of the
impedance matrix in Eq. (4-4). The�-Groups in Eq. (4-6) are the global scaling groups of inertia and impedance.

The vector equation of momentum balances is scaled by thecausative processrelated method and thefractional
method, except for the nearly quasi-steady conditions of Phase 5 where only the causative process related method is
used. The scaled loop momentum balance, i.e., Eq. (6-56) for forced, and Eqs. (4-6) and (6-68) for natural circulation,
has the form of Eq. (4-2), except that the state variables arevectorsand the scaling groups arearrays. Each array of
scaling groups is factored into a scalar�-Group for characterizing theglobal system dynamics (main loops), and into
theS-Metric, for scaling the local variations of inertia, gravity, and impedance, and for characterizing the dynamic
flow distribution.

4.4.6.1 Global System Dynamics

Theglobalscalar�-Groups in Eq. (4-6) are presented for the more general momentum balances, Eqs. (6-56) and (6-
68), in Section 6.2 for each one of the five phases. Theglobal scalar�-Groups scale the inertia, gravity, mechanical
pumping, and flow resistance forces in the main loop of the system. The main loop is taken for Phases 1 through 4
to be one of the reactor coolant loops of normal operations (CMT Side B, Cold Leg 1 in Figure 1.1), since these loops
are active for all phases. The main loop for Phase 5 is the loop from containment through the IRWST tank, the reactor
vessel, the ADS-4 valves, and back to the containment, because the IRWST flow dominates the flows during Phase
5.

Thecausative processis the action of the reactor coolant pump for forced circulation, and the action of gravity due
to density differences for natural circulation. The associatedcausative processrelated scaling groups are unity in,
respectively, Eq. (6-56) for forced circulation, and Eq. (6-68) for natural circulation. A small value of the capacitance
group,� in Eq. (4-2), of the loop momentum balance indicates a fast response of flow rates in the main loop to theC
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tripping of pumps, or any changes in valve settings or level elevations. The flows in AP600 respond quickly, as can
be seen from the small value of� =� for forced flow in Table 6.7 and� = � for natural circulation in TableC  IN, P        C  IN, GR

6.42. An imbalance among thecausative processrelated or thefractional scaling groups on the right-hand side of
the momentum balance indicates an imminent large change in main-loop flow rates at the beginning of the phase.

4.4.6.2 Distribution and Interaction of Flows

TheS, S , andS -Metrics in the scaled momentum balance, Eqs. (4-6) above and for the actual AP600 system Eqs.ÿ  G   �

(6-56) and (6-68) are the two-, one-, and two-dimensional arrays, respectively, that measure thedistributionof inertia,
gravity, and flow resistance (impedance) relative to those of the main loop. The arrays apply to the causative term
related and to the fractional scaling methods, and for forced and natural circulation modes.

All metrics have as manyrowsas there are closed loops in the thermohydraulic system and equations in the system
of momentum balances. TheS-Metric of inertia is a square matrix since there is one independent branch exit flowÿ

in every closed loop; all other branch exit flows are related to the former by mass conservation. TheS -Metric ofG

gravity force distributions has only one column. Its elements are the ratios of initial specific loop over main loop
gravity forces. TheS -Metric of flow impedance has as many columns as there are loop segments between branch

�

points.

The Inertia Metric, S , is shown schematically for the two-loop system in Figure 4.4, as the 2×2 matrix in the lastÿ

three rows and columns of Figure 4.5. The first colum in Figure 4.5 identifies the loops shown in Figure 4.4, one row
for each loop. The two independent branch exit flows are indicated in the column header, one column for each exit
flow.

- -1 2

Loop 1 (S )
ÿ Loop1

Loop 2 (S )
ÿ Loop2

Figure 4.5 Inertia Metric for
Two-Loop System of Fig. 4.4

The general inertia elements are derived in Section 5.4.2.1 and defined
by Eq. (5-24), which shows that inertia is governed by!L/A, the length
over area aspect ratio, multiplied by density (see Eq. (4-3)), and that
inertia is concentrated in long pipe segments with small cross-
sectional areas, rather than in vessels with large cross-sectional areas.
The scaled elements,S, of inertia are defined by Eq. (4-5) or (6-62).

ÿ

It is explained in Section 6.1.4.1 that:
 
& The diagonalS-elements (printed inboldface) show the magnitude of theloop inertiaassociated with the loop

ÿ

of the row, relative to the main loop.

& The magnitude of the off-diagonalS-elements is a measure of thecross-coupling between the loops by inertia.ÿ

The elements printed in measure the coupling betweenadjacent loops on the same sideof the system. The
elements printed in Tables 6.9 through 11 for four-loop systems (Chapter 6.1) in measure the coupling
betweenseparated loops, on opposite sidesof the system.

& The element-by-element multiplication of theS andÿ* matrices provide the time-dependent normalized inertia
ÿ

matrix which is, along with the impedance matrix, needed to compute the eigenvalues and time constants of Eqs.
(6-56). The Inertia Metric reveals how quickly the flow readjusts to changes in flow conditions: the larger the
S-elements of a row are, the slower responds the fluid in the loop associated with that row, and relative to theÿ

responses in other loops.
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The Impedance Metric,S , is shown schematically for the two-loop system of Figure 4.4, as the 2×3 matrix in the
�

last two rows and three columns of Figure 4.6. The first column in Figure 4.6 identifies the two loops in Figure 4.4.
The three segments of the system are identified in the column header: each loop segment has a column in the
Impedance Metric.

a1b a2b ab

Loop 1 (S ) 0� a1b (S )
� ab

Loop 2 0 (S )� a2b (S )� ab

Figure 4.6 Impedance Metric for
Two-Loop System in Fig. 4.4

The elements of the general impedance metric for the AP600
system are derived in Section 5.4.2.4 and defined by Eq. (5-
41). These equations show that the elements of the
Impedance Metric,S , are governed by form losses, i.e., the�

geometry, of primarily the connecting pipesin the system
where the flows are largest. The scaled elements,S , of�

impedance are defined for the system in Figure 4.4 by Eq. (4-
7), and for the general AP600 system by Eq. (6-64).

It is explained in Section 6.1.4.1 that:

& The magnitude of theS -elements in a row show thedistribution of flow impedancesin the loop associated with
�

the row. Emerging from a branch point, the flow prefers downstream the loop segment with the lowest scaled
impedance values. The Impedance Metric determines the flow distribution in the system, particularly as the steady
state is being approached.

& RepeatedS -elements in acolumnindicatecross-coupling by impedancebetween the loops that are associated with�

the rows containing the repeatedS -elements. TheS -elements are repeated because the same loop segment is
�    �

common to more than one loop. The last column in Figure 4.6 belongs to the common Loop Section ab in Figure
4.4, and therefore couples, both loops in Figure 4.4. In the case of four loops in Tables 6.13 through 6.15, the last
column has equal values in every row because the reactor core couples all four loops.

& The element-by-element multiplication of theS and�* matrices, shown in Eq. (4-6), provides the time-dependent�

scaled impedance matrix with is needed to compute the ratios of specific over main loop characteristic frequencies.

We demonstrate the importance of impedance and inertia with the expression of dynamic response frequency for the
following simple case of a single loop. For a single, horizontal loop with single-phase fluid and no pumps, the
characteristic frequency of flow response is, from Eq. (5-49), equal to twice the ratio of flow impedance over flow
inertia (a linearized approximation).

(4-4)

Here,W , !, K, andf denote, respectively, the initial mass flow rate, fluid density, form loss coefficient, and Darcy0

friction factor. L, d , andA stand for length, hydraulic diameter, and flow cross-sectional area, respectively. Equationh
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(4-4) reduces to& � fv/ d for a loop of uniform flow cross-sectional area and no form losses. Equation (4-4) is aref   h

simple case that shows the importance of the inertia and impedance matrices for the determination of dynamic loop
response (via the calculation of eigenvalues in the case of coupled loop systems).

4.5 Criterion of Relevant Phenomenon

Since the magnitude of each�-Group carries the magnitude of its respective term in an equation, the magnitude of
the�-Group’s numerical value signifies the importance of the termquantitatively. In fact, the numerical value of the
causative process-related�-Group (for its definition see Section 4.4.5.1) indicates directly how much larger or smaller
its respective term is in comparison to the causative term whose�-Group is unity. For assessing importance (later
in Section 6.2) on the basis of the fractional�-Groups (Section 4.4.5.2), one needs to compare the magnitudes of the
�-Groups in the scaled fractional equations. Since there are five main phases and the changes of inventory, pressure,
temperature and flow rates of the primary system and its major components, it is quite evident that a single criterion
for relevance should serve to judge consistently what is important.

The working criterion for importance is that the phenomena and processes are consideredimportantfor a facility if
the associated�-Group is greater than 1/10 of the largest
�-Group in the equation and evaluated for that facility.
This choice is based on the common engineering standard
of keeping under consideration first-order terms and
ignoring second-order terms. It should be recognized that
the adoption of this convention affects the total number of
important scale distortions, which is one of the major
results of this report.

For assessing very important scale distortions, phenomena
and processes are said in this report to have top-priority
importance if their associated AP600 scaling groups differ
by less than 20% from the largest�-Group in the same
equation.

Importance of phenomenon in any facility is recognized in
the matrix of�-Groups. The matrix is broken up in
individual tables, one table for each conservation equation,
as shown in Section 6.2. Each facility has its own column.

AP600 has the leading column of numerical�-Group values. Importance is determined by comparing the magnitude
of the�-Groups in thecolumnof the respective facility. The phenomena are arranged in the rows of the tables in
Section 6.2 in the order of their importance for AP600, with top priority of importance in the top row. Scaling groups
of important phenomena in AP600 are highlighted in . Scaling groups of AP600 phenomena with top priority
importance are highlighted in , as indicated in Figure 4.7.

4.6 Criterion of Scale Distortion

The ratio of two�-Groups from two different facilities, but corresponding to the same term in the equation, are a
measure of similarity or scale distortion for the phenomenon which is represented by the term in the equation. The
ratio of 1 implies similarity, or no scale distortion.

 A phenomenon or process is taken to be distorted in a test facility, relative to the same phenomenon or process in the
AP600 if the ratio of test facility over AP600�-Groups is less than ½ or greater than 2. This implies a difference of
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the order of 100%. It should be recognized
that the adoption of this convention also
affects the number of important scale
distortions, which is one of the major results
of this report. The count of important scale
distortions has been repeated, however, with
the criterion of “less thanD or greater than
3,” to indicate the sensitivity of the
assessment to the thresholds of ½ and 2.

Scale distortions are recognized in the matrix
of �-Groups by observing the magnitude of
the numerical values of�-Groups in therow
of a phenomenon. In the tables of Section
6.2, the�-Groups of important phenomena
whose numerical value is less than ½ or
greater than twice the value of the
corresponding AP600 �-Group is
highlighted in as shown in Figure 4.8.

The scale distortion in a test facility is
considered to beconservative if the
associated process reduces the minimum
coolant inventory or the subcooling
temperature in the reactor vessel of the test
facility more than in the AP600.

This completes the description of the scaling process used in the present analysis. The next chapter presents the
models, i.e., the conservation equations, and the thermal and caloric state equations which serve as the basis for
scaling. The scaled conservation equations and the scaling criteria are presented in Chapter 6.
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5. MODELING EQUATIONS

In this chapter are presented all the conservation equations and their combinations with thermal and caloric equations
of state which are common to two or more phases of the thermohydraulic transient.

5.1 Model Selection

The models are selected to describe the global system response and the component interactions within the system.
Global conservation equations for the system control volume are written in terms of volume-averaged variables for
recognized portions of the system, and in terms of transfer processes that are taking place at the control volume
boundary.

The system response is dominated bydepressurizationin Phases 1 through 4. Pressure has been identified in Section
4.4 as an important state variable characterizing the primary system during Phases 1 through 4 and the secondary
system during Phase 2. The time rate of pressure change is modeled by combining the total system mass and energy
balances with the thermal equation of state as described in [17] but extended here to a system whose control volume,
V, is occupied by any combination of subvolumesV, V , V , andV , of, respectively, subcooled liquid, saturated two-l  23  v   N2

phase mixture, single-phase vapor, or noncondensible nitrogen gas, whereV = V + V + V + V . All subvolumesl  23  v  N2

are permitted to change size with time, but the total volume,V, is constant. The subvolumes may interchange mass
and energy. Each subvolume exchanges heat with the environment. The subvolumes encompass the fluid either in
components (Pressurizer (PRZ), Core Make-up Tank (CMT), etc.), or in portions of components or in the primary
system. The primary side of the Steam Generators (SG) (U-tube and plenum volumes) is part of the primary-side
system volume; the secondary SG volume is separate,V = V .SG

Figure 5.1 General Subvolume Assembly

The overall system volume discharges subcooled liquid or two-phase mixture to the environment (break flow, ADS
flow). Figure 5.1 shows schematically the assembly of subvolumes with the heat exchange rate terms and beak flow
for Phases 1 and 2.
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5.2 Modeling Assumptions and Limitations

We list below the modeling assumptions. The prefixes of the cardinal Roman numerals indicate the model for which
the simplification has been introduced: p, T, and W for time-rate of pressure, temperature, and momentum change
equations.

(p-i) The two-phase mixture is always in thermal equilibrium at the pressurep.

(p,T-ii) The volume average of a thermophysical property function equals the function evaluated with volume-
averaged state variables.

(p,T-iii) The kinetic energy and dissipation of viscous energy are ignored relative to the thermal energy transport.

(p-iv) The momentum balance is decoupled from the energy balance because the flow rates are subsonic
everywhere except at the break or at a valve with critical flow. The region of steep pressure gradients in the
vicinity of choked flow is excluded from the control volume, and the volumetric flow rate of critical flow is
computed from quasi-steady critical mass flow rate correlations and the mean density upstream of the break
(or valve). In the subsonic interior of the control volume/p � 0, the pressure gradient is ignored relative
to the absolute pressure and the temporal change of pressure [21].

(p,T-v) The nitrogen temperatures in both accumulators are the same.

(W-vi) The flow in lines between vessels, in RPV, and in SG primary side is turbulent.

(W-vii) The changein momentum flux is caused by phase change and unimportant: in adiabatic piping (high-
velocity flows) with primarily single-phase fluid, in vessels with little phase change (after scram) but low
velocities.

It must be recognized that the purpose of scaling is not the precise prediction of the AP600 plant response but, instead,
a comparison of the magnitude of terms representing the processes which evolve during the postulated transient. None
of the above simplifying assumptions introduces alimitation in the achievement of this objective.

5.3 Validation of Models

Under normal circumstances, a scaling analysis is performed before the design of a test facility is completed, and before
there is any opportunity for comparing those reference parameters that are needed for scaling but cannot be specified
by the designer. Examples of such parameters would be reference flow and heat transfer rates. The scaling analysis
must, therefore, be performed normally for all the possible heat transfer and flow regimes (natural or forced
circulation, etc.) that cannot be ruled out prior to the design and operation of test and prototype facilities.

The scaling uncertainty arises frommodelinguncertainty in general. The models used for scaling consist of
conservation equations, thermophysical material properties (intrinsic closure relations) and correlations for mass,
energy, and momentum transport (extrinsicclosure relations) across the boundaries which surround the control system,
and which separate subsystems inside the system. The scaling uncertainties arise from three sources: (1) from the
assumptions listed in Section 5.2 above, (2) from the assumptions made regarding those of the volumes listed in
Section 4.4 for which it is not specified by design how they are occupied by subcooled liquid, saturated two-phase
mixture, superheated vapor, or inert gases, and (3) from the extrinsic closure relations which are needed to estimate
reference parameters for scaling that cannot be specified by the designer. Therefore,the most important need for
validation in support of scaling analysis is theexperimental confirmation of estimated reference parameters and
of fluid distribution in the system. The simplifying assumptions of Section 5.2 and the distribution of fluids in the
system determine the mechanical, volumetric, and thermal capacities and, therefore, the rates of temperature, volume,
and pressure change. There is no need, however, to confirm conservation equations by experiment since no
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uncertainties arise from drawing specified system and component control volumes and writing down global
conservation equations.

Sincethisscaling analysis is being carried out after the completion of experiments in APEX, ROSA, and SPES, and
since selected experimental data are available from these experiments, we have compared estimated reference
parameters and mechanical, volumetric, and thermal capacities withavailableexperimental data.This comparison
gives the only assurance that the scaling analysis presented here complies with Scaling Principle (1) explained in
Section 4.3, namely with the requirement that all scaled variables must be of order unity. It was explained in Section
4.3 that without this assurance, ranking of phenomena or processes and an assessment of scaling distortion are not
possible.

The equations for estimating the reference parameters are given in Sections 5.5.1, 2, 3, and 4 for time, pressure,
volumetric flow rates, and mass flow rate, respectively, and the comparison of estimated parameters and experimental
data is presented in Section 5.5.5.

It is important to realize that scaling in itself consists only of algebraic operations which do not alter the validity of
the equations and, as mathematical operations, these cannot be effectively confirmed by experiment.

It is also important to realize that the purpose of scaling is not to predict events, but to determine that similitude exists
between prototype and test facilities so that the same important phenomena and processes occur in prototype and test
facilities. It was explained in Section 4.2 that this requires only that the facilities are governed by the same equations,
i.e., that the leading�-Groups and the scaled initial conditions are the same for the facilities. The prediction of events
would require the solution to the governing equations. Scaling requires the estimation of parameters only at a single
instant at the beginning of each phase.

 

5.4 Conservation Equations

Conservation equations are the basis for the scaling analysis [17]. The transientmass and energyconservation
equations are written for the fluid in the entire primary systemvolumeand thevolumesof its components, in terms
of ordinary differential equations in time, to obtain the rate of change for pressuresp andp of primary and secondary1  2

systems, respectively, for liquid volume fraction. (inventory), and temperaturesT in single-phase portions of thel

system. Specific control volumes for mass and energy balances are given in Figures 5. 2, 3, and 4 for each time phase
of the transient. The global mass and energy balances are applied in this scaling analysis to control volumes in
standard form. The momentum balance application is special because of the complexity of the system with arbitrary
orientations in three directions and the dependence on the local geometric detail and global system topology.

The transientmomentumbalance is written here, in contrast to the familiar global, three-dimensional form for a
volume, inscalar formfor the fluid in everyclosed loop[17, 21], namely either the four (4) or seven (7) loops internal
to the system, as shown in Figure 1.1, for Phases 1 through 4, or through five (5) loops that are open to the containment
for Phase 5. The four-loop system consists of the two double loops leading from the Upper Plenum through two Steam
Generators on Sides A and B, each double loop passing through a separate Cold Leg, cl1 and cl2, respectively. All
four loops are closed through the Reactor Pressure Vessel. The seven-loop system consists of the four-loop system plus
two CMT and one PRHR loops. Specific loop diagrams are given in Figures 5.5, 6, and 7. The transient momentum
balance is derived from the local, one-dimensional form, which is integrated along sectionally straight loop segments.
The results are joined with standard form loss models, summed up over a closed loop, and written to obtain the
transient or steady-state volumetric flow rates in the system [17].

This formulation of the loop momentum balance determines the form in which the forces appear in the momentum
balance. The conventional global momentum balance produces the time rate of change of the three-dimensional,
volume-averaged fluidvelocity, in terms of three-dimensional body and contactforcesacting on the fluid in the
volume. While such a formulation is relatively simple for a component with one-dimensional flow, it is entirely
impractical to assemble the momentum balance for a system of many arbitrarily oriented components, by using the
component momentum balances and eliminating all internal (three-dimensional) forces at component interfaces while
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accounting for all reaction forces from the solid structures. One could scale, instead, all the individual momentum
balances of all the vessels and all the straight sections of all the connecting pipes between vessels but this alternative
is also impractical because it gives an unmanageably large number of scaling criteria. The (system of) loop momentum
balance(s), on the other hand, combines the system characteristics of all the vessels and pipe segments located between
branch points in the loop into a single loop segment characteristic. The result is simplicity without any loss of
generality for the description of thefluid dynamics.

Theconventional momentum balancecontains (for the sake of simplicity, we consider here single-phase flow) fluid
velocityv, inertia!V = !AL, pressure forcesF = pA at inlet and exit cross-sections, and flow resistance forcesF =p            2

2A at the walls. In theloop momentum balance, fluid velocityv is replaced by fluid volumetric flow rate-, forcesw

F at inlet and exit cross-sectional areas are replaced by pressuresp, and wall shear is replaced by resistance forces perp

unit of flow cross-sectional area. As a consequence, inertia!AL is replaced and represented by!L/A, and forces by
forces per unit of flow area.

It is shown later in Section 5.4.2.1 that integration of a simple scalar momentum balance for each loop, combined with
the integral of the volumetric flux divergence equation, suffices to describe the transient flow everywhere in the system
of loops [21]. The first step in the simplification of the momentum balance for one-dimensional flow is the
replacement of the directed forces by scalar pressures. The forces exerted by solid structures on the fluid are completely
accounted for by the introduction of pressure differences due to form losses. All internal pressures except the pressure
rise due to pumps are eliminated by utilizing the fact that for pressure, as for any state variable, the closed-contour
integralldp = 0 around every closed loop in the system.

This first step changes the representation of inertia from!V = !AL to !L. This is the inertia per unit of cross-sectional
flow area. This step replaces also forces by forces per unit of flow area.

The fluid velocityv can vary spacially at any given instant in a component or a loop segment between two loop branch
points by as much as two orders of magnitude, simply on account of flow cross-sectional area variations. It is,
therefore, impractical to represent andscalethe flow in a component or a loop segment between two loop branch points
by a single velocity, without violating the scaling requirement that all variables be scaled to be of order unity. In
contrast to the fluid velocity, the fluid volumetric flow rate is of the same order of magnitude everywhere between two
loop branch points, except in the rare instance when a condensation shock or intensive boiling occurs. The fluid
volumetric flow rate is the natural kinematic state variable for analyzing or simulating the fluid flow in networks of
pipes and vessels [17, 21]. Thus, the second step in the simplification of the momentum balance for one-dimensional
flow is the replacement of the volume-averaged, directed fluid velocity by the scalar fluid volumetric flow rate at the
entrance to a loop segment.

This second step changes the representation of inertia in the loop momentum balance from!L to !L/A. It is the inertia
per square of cross-sectional flow area and represents inertia in the loop momentum balance, as shown in Section
5.4.2.1. The traditional inertia is the ratio of force over acceleration. The inertia in the loop momentum balance is
the ratio of pressure over the time rate of change of volumetric flow rate. The inertia in the loop momentum balance
encompasses all the geometric effects; the scaling groups representing loop inertia also contain all geometric effects
related to inertia.

5.4.1 Mass and Energy Conservation

The mass and energy conservation equations are combined with the caloric equation of state to yield the ordinary
differential equation for the time rate of pressure change. The scaling of this equation leads to the characteristic time
of depressurization in terms of system total elasticity and volumetric break flow rate, the scaling criterion for
mechanical system compliance, and the scaling criteria for all the heat transfer to and from the system.
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5.4.1.1 Control Volumes for Mass and Energy Balance Equations

Figure 5.1 shows schematically the assembly of subvolumes with the heat exchange rate terms . The subvolumes
are separated by movable or rigid interfaces and may exchange mass and energy. The overall system volumeV = Vl

+ V + V + V . is fixed. Figures 5.2, 3, and 4 show the specific primary system control volumes for Phases 1, 2 (and23  v  N2

3), and 4, respectively. The primary system control volumes consist of the components in solid boxes and the
connecting lines. For Phase 1, Pressurizer (PRZ) and Surge Line (SRL) are filled with two-phase mixture in thermal
equilibrium at primary system pressurep , the rest of the primary system, the Core Make-up Tanks (CMT), and the1

Passive Residual Heat Rejection (PRHR) system are filled with subcooled liquid.

Figure 5.2 Primary System Control Volume for Phase 1; Initial Depressurization:
blue lines and components in blue boxes are filled with subcooled liquid,

red line (SRL) and component in red box (PRZ)
is filled with saturated two-phase mixture.

For Phase 2, the Passive Heat Rejection phase (see Figure 5.3), the primary-system control volume consists of the
Pressurizer (PRZ) and Surge Line (SRL) which are filled with vapor, the Upper head (UHD) and Steam Generators
which are filled with two-phase mixture in thermal equilibrium at primary system pressurep , the rest of the primary1

system, the Core Make-up Tanks (CMT), and the Passive Residual Heat Rejection (PRHR) system are filled with
subcooled liquid. After the Accumulator valves are opened (second subphase, see Figure 3.1 on Page 3-1), the primary-
system control volume is extended to include the nitrogen gas and fluid in the Accumulators (ACC).

For Phase 3, the ADS-123 Blow-Down phase, the primary-system control volume is the same as for the second
subphase of Phase 2; except that it includes the nitrogen gas and liquid in the Accumulators. The nitrogen gas has
expanded isothermally during the last part of Phase 2.
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Figure 5.3 Primary System Control Volume for Phase 2; Passive Heat Rejection:
blue lines and components in blue boxes are filled with subcooled liquid,
components in dark red boxes are filled with saturated two-phase mixture

pale red indicates vapor-filled PRZ and SRL (same, with ACC, for Phase 3).

Figure 5.4 Primary System Control Volume for Phase 4; ADS-4 Depressurization:
blue areas in blue boxes denote subcooled liquid, red box, pattern and solid lines

saturated two-phase mixture, PRHR and dashed lines are vapor-filled.
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For Phase 4, the ADS-4 Depressurization phase, the primary-system control volume is shown in Figure 5.4. The
control volume is filled with saturated two-phase mixture and vapor, except for the subcooled liquid in CMTs, ACCs
and RPV Downcomer (DC).

For Phase 5, the IRWST injection, depressurization is not modeled because the primary system is open to the
containment atmosphere, and the system pressure is dictated by fluid elevations.

5.4.1.2 Time Rate of Pressure Change

For single-phase fluidin volumesV andV shown in Figure 5.1, themass balanceis written, for convenience, firstl  v

as the local mass balance

(5-1)

wherev, !, p, andu stand for velocity, density, pressure, and internal energy, respectively;t is time, andD/Dt is the
substantial derivative. By virtue of simplifying assumption (p,T-iii) listed in Section 5.2, the energy balance for single-
phase fluid is

(5-2)

is the heat flux vector. After invoking simplifying assumptions (p,T-ii) and (p-iv) listed in Section 5.2, and after
substituting Eq. (5-2) into Eq. (5-1), one finds, with the aid of differential calculus and standard thermodynamic
property identities, the volumetric flux divergence equation for single-phase fluids (subcooled and saturated liquids
(in V), superheated and saturated vapors (inV ))l       v

(5-3)

wherec , c , � , and� are the isochoric and isobaric specific heats, the isobaric thermal expansion coefficient, and thev  p  T

isothermal compressibility. The superscripted dot means differentiation with respect to time. For nitrogen, modeled
as aperfect gas, Eq. (5-3) reduces to

(5-4)

For two-phase mixture in control subvolumeV of Figure 5.1, the mixture volumetric flux divergence equation,23

simplified on account of assumptions (p-i) and (p-iv) listed in Section 5.2, is

(5-5)
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where j , v , and . are the mixture volumetric flow rate, the specific volume change due to phase change, and them  fg

volume fraction, respectively. Subscripts f and g denotesaturated liquid and vapor, respectively. Thesuperscripted
prime means differentiation with respect to pressure along the saturation line. + is the rate of equili brium phaseg

change. Theexpression for + isderived from themassand energy balances to yield thecontributions from heatingg

and cooling (boili ng and condensing) and from pressurevariations (flashing and condensing) as follows:

(5-6)

where h stands for enthalpy. By combing Eqs. (5-5) and (5-6) one gets the mixture volumetric flux divergence
equation for the two-phasemixture in subvolumeV of Figure5.123

(5-7)

Equations(5-3), (5-4), and (5-7) show that thesingle- and two-phasefluid dilatation dependsonly on two processes,
namely on heat addition and depressurization. For two-phase fluid, this is a consequence of the equili brium
assumption (Assumption p-i in Section 5.2). Conversely , the rate of depressurization can depend only on volume
changes due to volume discharge and volume expansion or contraction caused by heating or cooling, respectively,
which may includephasechange.

By integrating Eqs. (5-3), (5-4), and (5-7) over the total volumeV in Figure5.1, by using thedivergencetheorem to
convert volume into area integrals, the mean-value theorem of integral calculus for volume averaging, simpli fying
assumption (p,T-ii) presented in Section 5.2, and the fact that V = V + V + V + V is rigid, oneobtains theveryl  v  23  N2

important equation for the timerateof pressurechange in thetotal volumeV of Figure5.1.

(5-8)

Each term in the square bracket is a rate of volume change. The first term is the sum of volumetric flow rates, -,
leaving the control volume V through break and valve openings. The second term is the volume generation or
annihil ation by phase change, the third and fourth terms are the volume generation or annihilation by thermal
expansion or contraction by net heating or cooling, , and by thepumping power, P , in single-phaseregions. ThePP

denominator of Eq. (5-8) is the total system elasticity or mechanical compliance, V$ , where the system isentropicV

compressibilit y (volumetric mechanical compliance) isgiven by

(5-9)

Equation (5-9) showsthat the total system elasticity isa seriesof up to four subvolume-fraction-weighted, isentropic
compressibiliti es, namely, $ = V/V [-1/v (0v/0p) ] , oneeach for single-phase liquid, single-phasevapor, ideal gas (eachi  i   s i

subvolumehaving itsown averaged temperature), and two-phasemixture, regardlessof their distribution within the
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system. Equation (5-9) is derived for the cases prevailing at the beginnings of all the phases analyzed, namely for
continuous volumetric flow rates at the interfaces between subvolumes. Should there be phase change (due to mixing
of vapor with subcooled liquid, for example) associated with the mass flow rate from some region (1) to region (2) then
$ V (1- ! /! )/V would have to be added to$ .1 1  1 2        V

Equation (5-8) demonstrates also the important fact that a given amount of heat exchanged with any control subvolume
has profoundly differing effects on the system pressure, depending on whether the subvolume contains single or two-
phase fluids. Moreover, the equation shows that a large volume (such as the primary system volume) of liquid being
heated or cooled strongly (by fission power, or SG cooling) can affect the pressure as much as a small volume of two-
phase mixture (in Pressurizer, with a small heater). Equation (5-8) shows also that pressure changes only because of
volume changes caused by volume discharge or injection and by heat transfer.

5.4.1.3 Time Rate of Inventory Change

The loss of liquid inventory in the system with fixed control volume,V, and the component volumeV containing a23

two-phase mixture is modeled as the gain of vapor. See Figure 5.1. The vapor mass balance gives the rate of change
of vapor volume fraction,., in V and is, on account of Assumption (p-i) in Section 5.2, given, for the prevailing cases23

thatV is rigid or that the void fractions at the moving boundary equals the volume-averaged void fraction, by23

(5-10)

where the time rate of vapor generation per unit of volume,+ , is given by Eq. (5-6), and the rate of change ofg

pressure, is given by Eq. (5-8).W is the vapor mass flow rate, counted positive when enteringV , and! is theG           23   g

vapor density. The volumetric flow rates between components are computed by integrating, over the component
volume, and with the pressure derivative from Eq. (5-8), the volumetric flux divergence equation, Eqs.(5-3), (5-4), or
(5-5), depending on which type of fluid occupies the component.

After substituting Eqs. (5-6) and (5-8) into Eq. (5-10), one obtains the time rate of change of vapor fraction in terms
of transfer processes taking place at the system boundary, namely in terms of the volumetric flows at the break,- ,bk

and at the ADS valves (discharging from subcooled regions),- , the direct vapor discharge (if any) fromV , theADS         23

heat transfer to two-phase regions, to single-phase regions of liquid, , and pumping powerP to single-PP

phase liquid, and heat transfer to single-phase regions of vapor, and to the noncondensible gas , all
contained in the system volume,V. The general expression for the vapor conservation equation is

(5-11)

where obviously not all the terms are appropriate for every phase, and where the rate of volume expansion per unit of
energy, in the two-phase region is
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(5-12)

The elasticity of the system,$ is given by Eq. (5-9). The right-hand side of Eq. (5-11) shows rates of volumeV,

displacements, as show the terms in the square bracket of Eq. (5-8).

5.4.1.4 Time Rate of Temperature Change

The scaling analysis deals with heat transfer between, and
temperatures of, saturated two-phase mixture (Assumption (p-i) in
Section 5.2), subcooled liquid, and structures. The energy balance
below is written to predict the temperature change in thesubcooled
liquid. The temperature in the two-phase regions of the system
volume, V, is the saturation temperature (Assumption (p-i) in
Section 5.2) at the system pressure given by the integral of Eq. (5-
8). With heat transferto the fluid counting positive, structural
temperatures are predicted by integrating the energy balance of
structures, given by

The energy balance for the fixed volumeV of the reactor cooling13

system (subscriptps), that is filled with subcooled liquid and
connected to the Pressurizer (PRZ), the Core Make-up Tank (CMT),
the Passive Residual heat Rejection (PRHR) system, and (possibly)
the Accumulators (ACC), is combined with the mass balance for the
same control volume to give

(5-13)

(5-14)

where the summations are taken over PRZ, CMT, PRHR, and ACC, with the mass flow rates,W, counting positive
when entering the primary system (see dark blue heavy box in Figure (5.5). The flow rates,W, through the CMT and
PHRH system are driven by buoyancy and, therefore, computed from the coupled loop momentum balances. The mass
flow rate,W , from the pressurizer to the primary system is driven entirely by the fluid expansion in the PRZ, and23

computed from the flux divergence equation, Eq. (5-7).

 
(5-15)

where the pressure derivative is given by Eq. (5-8), is the (electrical) heating power supplied to the two-phase
region (PRZ), and the elasticity (or mechanical volumetric compliance) of the two-phase region is, as in Eq. (5-9),
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(5-16)

After expanding the enthalpy derivative in Eq. (5-13) in terms of temperature and pressure, and after substituting Eqs.
(5-14), (5-15) and (5-8), into Eq. (5-13), one finds for the time rate of temperature change in thereactor cooling
system(or primary system of normal operation), as before in terms of transfer processes taking place at the global
system’s boundary, namely in terms of the volumetric flows at the break and at the ADS valves,- , the heat transferbk

to two-phase regions, to single-phase regions of liquid, andP , and to the noncondensible gas , allPP

contained in the system volume,V.

(5-17)

where

(5-18)

Obviously, not all the terms in Eq. (5-17) apply for every phase. Equation (5-17) is general, however, and is modified
and used also for the temperature prediction of liquid in components CMT and PRHR.

5.4.2 Momentum Balance

The momentum balance is used to scale the dynamic component interaction in the primary system of the AP600, and
to estimate the reference flow rates which are needed to normalize the mass, momentum, and energy balances. The
local, one-dimensional momentum balance is integrated, as explained by Wulff [17] to obtain the loop momentum
balance for every closed loop of the system in terms of the loop momentumM, which is a scalar momentum per unit
of area. Its rate of change is derived in terms of scalar pressure differences, rather than in terms of vectorial resultant
forces.

For Phases 1 through 4, i.e., the time before the depressurization of the system establishes communication (by
subcriticalflow through break and ADS valves) with the containment atmosphere, the seven loops (five for ROSA)
are contained inside the primary system. For Phase 5, the quasi-steady IRWST and sump injection phase, there are
five loops that are closed with segments of constant pressure in the containment atmosphere. The special formulation
for Phase 5 is described in Section 5.5.4. Figures 5.6, 7, 8, and 9 show the loops for normal operation and Phases 1,
2, 3, 4, and 5, respectively. ROSA has two loops fewer than AP600 for Phases 1 through 4.

5.4.2.1 System Momentum Balance

There is a loop momentum balance written for every closed loop. The loop momentum balances are then combined
into a vector equation of first-order ordinary differential equations for scaling as a single vector equation. The vector
equation is the global momentum balance of the system. Thej element of that vector equation is given byth
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(5-19)

where thej loop momentum is defined byth

(5-20)

The loop momentum balance, Eq. (5-19), is derived by summing up thepressure differencesacross the segments of
the loop, i.e., by utilizing the fact that the contour integral of pressure gradient around every loop,ldp, equals the sum
of the pump-induced pressure increases in that loop. The summation eliminatesall internal pressures from Eq. (5-19).
Internal pressures are scalars (akin to voltages in electrical circuits) and more natural to eliminate than internal forces
(which are vectors, involving fluid-to-structure interactions). The important consequence of formulating the
momentum balance for a loop segment in terms ofpressure difference, instead of resultant forces, and in terms of
volume flow rate instead of the familiar velocity, is that one obtains in the case of single-phase fluid, not the familiar
fluid mass (!V, i.e., density times segment volume), but rather the inertia per area squared, (!L/A), as the inertia
representation (analogous to capacitance in electrical circuits) of the loop segment, whereL andA are the segment
length and cross-sectional area, respectively. For two-phase flow, (!L/A) becomes the first integrand in the bracket
of Eq. (5-20), withf given by Eq. (5-25). The associated integral is, for this report, the so-called inertia of the loop

!

segment, which leads to the loop inertia and inertia matrix of the system. Equation (5-19) demonstrates that flow rates
in a closed-loop system can be predicted without computing pressures.

As seen in Eq. (5-20), the defining contour integral is replaced, in the first line, by the sum ofi integrals taken along
a loop segment of constant flow cross-section. In the second line, the mixture mass flow rate is expressed by its drift-
flux identity, in terms of the liquid mass flow rate at the entrance to the segment, times the density function,f given

!

by Eq. (5-25), and then the contributions from momentum flux change due to phase change, and from the vapor drift.

The second term in Eq. (5-19) is the driving pressure due to gravity, with the unit vector, pointing in the normal
flow direction. The third term in Eq. (5-19) is the pressure induced by the Reactor Coolant Pumps. The fourth term
accounts for the change,ûMF, along thei segment in thej loop, of the momentum flux,MF, whereth    th

(5-21)
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Figure 5.6 Four-Loop Control Volume
for Normal Operation and for Phase 1,

Initial Depressurization.

Figure 5.7 Seven-Loop Control Volume for Phase 2,
Passive Heat Removal.

Green loops are closed on shortest connection.
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Figure 5.8 Seven-Loop Control Volume for Phase 3,
ADS-123 Blowdown.

Green loops are closed by shortest connections.

Figure 5.9 Seven-Loop Control Volume for Phase 4,
ADS-4 Depressurization .

Green loops are closed by shortest connections.
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Figure 5.10 Six-Loop Control Volume for Phase 5,
IRWST Injection .

Loops in color are closed by shortest connections.

The last term in Eq. (5-19) is the pressure drop due to wall shear and form losses. Its detailed derivation is found in
[17]. The flow resistance,R, is

(5-22)

wheref, 3 , L, d , andA denote, respectively, the Darcy friction factor, the two-phase friction multiplier, the lengthl0   h
2

of thei duct segment in thej loop, andK is the form loss coefficient for the exit of the segment and defined in termsth     th

of the standard form loss factor,�,

(5-23)

S (x) is the unit step function. The prediction of� is described in Idelchick [23], the subscriptsfd andbd indicatek

forward and backward directions, respectively.
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The first term in the last line of Eq. (5-20) dominates the momentumM ; it contains the so-called inertia of theij
th

segment, i.e., the “inertia”related to the volumetric flow rate, - (0), at the entrance to the loop segment, and to them

pressure differencein Eq. (5-19), rater than the traditional inertia of segment mass which is related tovelocityand
resultant force(see also the final form of the momentum balance, Eq. (5-36), below). The inertia of the loop segment
is

(5-24)

where the density function is

(5-25)

and equals! for single-phase liquid, and! for single-phase vapor. The second term in the last line of Eq. (5-20) isl     v

the momentum induced by phase and phasic density changes. Here

(5-26)

and the pressure derivative is given by Eq. (5-8). The last term in the last line of Eq. (5-20) is the momentum induced
by phase separation; «v » is the void fraction-weighted, area-averaged vapor drift velocity.gj

There areN = 4, 7, 7, and 6 closed loops, respectively, withN = 5, 9, 9, and 7 branch points in Figures 5.6, 7, 8, andL           B

9. The loops have been described in Section 5.4 on Page 5-3. The branch points in the four-loop system are shown
in Figure 5.6 as Points 1, 5A, 5B, and 6. For the seven-loop system, the four additional branch points are given in
Figure 5.7 as Points 2, 7, 8, and 19. Wulff [23] has shown that a system ofN closed loops andN branch points callsL    B

for (N + N -1) linearly independent equations for the (N + N -1) transient volumetric flow rates,- (0, t) in Eq. (5-L  B       L  B      m

20), at branch exits (i.e., wherez= 0 for the associated loop segment). These flow rates are needed to evaluate the last
line in Eq. (5-20) and to calculate the transient local mass flow rates anywhere in the system. Open injection or
discharge points or connections to dead-ended components are not counted as branch points because their associated
flow rates are, respectively, imposed, computed from critical flow or quasi-steady valve flow models, or from the
appropriate volumetric flux divergence equation, Eqs. (5-3), (5-4), or (5-7); see Eq. (5-15) as an example. Therefore,
the loop momentum balances provideN volumetric flow rates in the role of state variables from which all the linearlyL

independent (N + N -1) flow rates can be computed for the branch point exits and, from that the flow for any timeL  B

and any location in the system [23].

N of these equations are given by the loop momentum definitions Eqs. (5-20), for which the momenta areL

obtained by integrating Eqs. (5-19). We associate with each loop (with indexj) a conveniently selected primaryloop
segment (subscriptpr) that has the primary volumetric flow rate- (0, t) (or state variable) at the entrance. We callm, pr

all other branch point exit volumetric flow rates secondary flow rates- (0, t). Correspondingly, we decompose them, sn

loop inertia defined by the first sum in the last line of Eq. (5-20) by associating with theji -element of the (N × N )L  L

matrix,� , the inertia of the primary loop segmenti in loop j, and with the elements of the [N × (N -1)] matrix�ji                   L  B   jq

the flow inertia contributions of the secondary loop segments. We use the Einstein summation convention: repeated
indices imply summation. Thus, by rewriting the definition of the loop momentum given in the last line of Eq. (5-20),
now with the sum of primary and secondary volumetric flow rates for the first and important inertia term, and with
S for the combination of phase change- and phase separation-induced momenta, one findsM

(5-27)
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TheseN equations are combined with (N - 1) linearly independent equations of volumetric flow rate continuity atL     B

branch points (l).

 (5-28)

wherel = 1, . . .,N . Flows leaving the branch count positive, and theS ’s represent the dilatation of incoming flowsB-1           -
along the upstream segment and are defined from the integral of Eq. (5-5):

(5-29)

Eqs. (5-27) and (5-28) form a system of (N + N - 1) equations, implicit in the (N + N - 1) unknown volumetric flowL  B       L  B

rates at branch exits that are needed in Eq. (5-20). This system of equations was solved to obtain the inertia and
impedance matrices for AP600, APEX, ROSA, and SPES by use of the mathematical software package MATHCAD.
The formal solution was obtained by specifying first theadmittance matrixwhich characterizes the system connectivity.

5.4.2.2 System Admittance Matrix

For most system topologies, one can derive the inertia matrix and impedance matrix by inspection and manual matrix
inversion. It was found, however, to be more convenient to follow Reference [21] and to use the admittance matrix
shown in Appendix 6 and the available mathematical software package MATHCAD for obtaining the matrices in Eq.
(5-32) below and for arranging the inertia and impedance matrices. Below we explain the admittance matrix and the
linear algebra performed with MATHCAD to obtain the inertia and impedance matrices.

One finds that all the signs of- (0, t) in the summation of Eq. (5-28) are represented by either -1 (for flowsm

approaching the junctionl), 0 (for all flows through segments that are not directly connected to the junctionl), or 1
(for flows leaving the junctionl). The coefficients {-1, 0, +1} are organized in theN × (N + N - 1) systemB  L  B

admittance matrixþ in which eachbranch pointis represented by arowand eachunknown branch exit flow rate, -m

(0, t), by acolumn(see Appendix 6).

(5-30)

The first (N - 1) columns inþ are associated with the secondary branch exit flows [- (0, t)] , and form theN ×B              m  sn      B

(N - 1) matrixù. The lastN columns are associated with the primary branch exit flows, [- (0, t)] and form theB        L          m  pr

N × N matrixú. The columns inþ are to be arranged in the same order as the vector elements {[- (0, t)] } andB  L                    m  sn i

{[ - (0, t)] } in Eq. (5-27). The elements in every column ofþ sum up to 0 (as seen in Appendix 6). Next, them  pr q

system admittance matrixþ is augmented with theN × N identity matrixI to yield the augmented admittance matrixB  B

þA

(5-31)

By performing elementary row reductions on the augmented admittance matrix, (þ) , one obtains its row-reducedA

echelon matrix whose rank is (N - 1), because only (N - 1) conservation equations of branch points are linearlyB     B

independent; theN secondary exit flow satisfies the mass balance automatically because the global mass balance,B
th

Eq. (5-8), is satisfied (see Appendix 6). After removal of the last row (with (N + N - 1) 0s, followed byN 1s) andL  B      B

the (N + N ) column of zeroes, the row-reduced echelon matrix has this block structure,L  B 
th

(5-32)
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and yieldssimultaneously, in addition to the (N - 1) × (N - 1) identity matrix in first position, the (N - 1) × NB    B         B    L

reduced matrix , and the reduced (N - 1) × (N - 1) square matrix in second and third positions,B    B

respectively. The inverseù and the product (ù ú ) are constants (having -1, 0, 1 as elements) and characterize ther     r  r
-1    -1

topology of the system. Both matrices need to be extracted only once for a given system from the row-reduced echelon
matrix given by Eq. (5-32).

By replacing all positive elements of the system admittance matrixþ by zeroes and by removing its last row, one
obtains the (N - 1) × (N + N - 1) reduced admittance matrixþ . Finally, with all the elements (S ) of dilationB    L  B      r        - j

(shown in Eq. (5-28) but defined in Eq. (5-29)) ordered in accordance with their associated volumetric flow rates {[-m

(0, t)] } and {[- (0, t)] } , we form the dilatation vectorsn p   m  pr q

(5-33)

and write the volumetric flow continuity equation, Eq. (5-28), for a branch point (i),

(5-34)

By pre multiplying Eq. (5-34) with the inverseù from Eq. (5-32), by solving then the result for the unknownr
-1

secondarybranch exit flow rates, {[- (0, t)] }m  sn p

(5-35)

and by substituting the solution of {[- (0, t)] } into Eq. (5-27) one finds the vector equation for the system loopm  sn p

momentumexplicit in terms of only theprimary branch exit flowrates, i.e., the dynamic state variable flow rates, {[-m

(0, t)] } , the known dilation vector,
 , and the known momenta induced by phase change and phase separation,S .pr p      p             M,i

(5-36)

5.4.2.3 Inertia Matrix

TheN × N square matrixÿ in Eq. (5-36) is theglobal system inertia matrix[17] and given byL  L   ip

(5-37)

It is recognized as the inertia matrix because it reduces for the simple case of single-phase flow the equations of system
momentum balance, Eq. (5-19) to

(5-38)
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sinceûMF in Eq. (5-19) and
 andS in Eq. (5-36) are 0. Figure A.6.1 in Appendix A.6 shows the admittanceM

matrix and the row-reduced, augmented matrix for AP600 inPhase 1, i.e., the Initial Depressurization (normal
conditions). The volumetric flow rates shown in Figure A.4.1 refer to the branch point designations in Figure 5.6.

Equation (5-24) defines the inertia,I, for two-phase flow in acomponent, i.e., the contributions to the elements of the
inertia matrix,ÿ, representing the inertia of theloop segmentbetween branch points. Appendix A.1.4 lists under
“Aspect Ratios” the numerical values of the geometric inertia coefficients,L/A, for the components AP600, APEX,
ROSA, and SPES. These aspect ratios were computed from the flow cross-sectional areas of the components, as given
in Appendix A.1.2, and from the channel lengths,L, listed in Appendix A.1.3. The density function,f defined by Eq.

!

(5-25), is evaluated, with density and void fractions occurring at the beginning of every phase, as an average for every
loop segment.

Figure A.6.1 in Appendix A.6 shows the admittance matrix,þ, i.e., the combination of the two partsù andú, which
are associated with the secondary and primary flow rates, respectively, and the row-reduced, augmented matrix, all
for the AP600, APEX, and SPES duringPhases 1.The volumetric flow rates shown in Figure A.6.1 on Page A.6-2
refer to the branch point designations in Figure 5.6.

Table 5.1 presents the inertia matrix with symbol entries,I, of the loop segments for the four-loop systems AP600,
APEX, and SPES at normal operating conditions and for Phase 1, i.e., the phase of Initial Depressurization. The
subscripts ofI denote the segment endpoints shown in Figure 5.6. Tables 5.2, 3, and 4 have the inertia symbols,I,
replaced by the corresponding numerical values in kg/ m , and serve to compare the inertia matrices of normal4

operation for AP600, APEX, and SPES in numerical form.

Table 5.1 Inertia Matrix for Four-Loop Operation of AP600, APEX, and SPES
 under Normal Conditions and Phase 1, Initial Depressurization.

Loop  Flow Rate leaving from

on Side through SG Exit of Loop SG Exit of Loop SG Exit of Loop SG Exit of LoopB1 B2 A1 A2

B Cold Leg 1 Iloop-B1

B Cold Leg 2 Iloop-B2

A Cold Leg 1 Iloop-A1

A Cold Leg 2 Iloop-A2

Each row in Tables 5.1 through 5.7 represents a loop as indicated in the first two columns. Each column represents
the primary flow rate (state variable) of the loop, as noted in the heading of the matrix. The Cold-Leg flow rates at
the Steam Generator exits are the primary flow rates for the coolant loops, as shown in Figure 5.6. Diagonal (bold)
symbols represent the whole loop, off-diagonal and symbols, respectively, neighboring and opposite-side
loop segments.

For normal operation and during Phase 1, all flows are positive around the loop. Therefore, the diagonal elements of
the inertia matrix in Tables 5.1 through 5.5 (bold-face symbols) represent theloop inertia. The magnitude of the off-
diagonal elements shown in is a measure of the cross coupling by inertia between loops on the same side of the
reactor, while the magnitude of the off-diagonal elements shown in is a measure of the cross coupling by
inertia between loops on opposite sides of the reactor. Coupling by inertia is through Hot Leg, Steam Generator, and
Reactor Vessel for loops on the same side of the reactor. Loops on opposite sides are inertia-coupled only through the
Reactor Vessel.
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Table 5.2 Numerical Values of Inertia Matrix for Four-Loop Operation: AP600
 under Normal Conditions and Phase 1, Initial Depressurization (kg m )�4

Loop  Flow Rate leaving from

on Side through SG Exit of Loop SG Exit of Loop SG Exit of Loop SG Exit of LoopB1 B2 A1 A2

B 5.25×10Cold Leg 1 4

B 5.25×10Cold Leg 2 4

A 5.25×10Cold Leg 1 4

A 5.25×10Cold Leg 2 4

Table 5.3 Numerical Values of Inertia Matrix for Four-Loop Operation: APEX
 under Normal Conditions and Phase 1, Initial Depressurization (kg m )�

4

Loop  Flow Rate leaving from

on Side through SG Exit of Loop SG Exit of Loop SG Exit of Loop SG Exit of LoopB1 B2 A1 A2

B 5.56×10Cold Leg 1 5

B 5.56×10Cold Leg 2 5

A 5.56×10Cold Leg 1 5

A 5.56×10Cold Leg 2 5

Table 5.4 Numerical Values of Inertia Matrix for Four-Loop Operation: SPES
 under Normal Conditions and Phase 1, Initial Depressurization (kg m )�

4

Loop  Flow Rate leaving from

on Side through SG Exit of Loop SG Exit of Loop SG Exit of Loop SG Exit of LoopB1 B2 A1 A2

B 8.25×10Cold Leg 1 6

B 8.25×10Cold Leg 2 6

A 8.25×10Cold Leg 1 6

A 8.25×10Cold Leg 2 6
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For ROSA which has only two Cold Legs and only two reactor cooling loops, the inertia matrix was derived by the
same method as described for AP600. For the two-loop system of ROSA, the 2×2 inertia matrix is shown in Table 5.5
below.

Table 5.5 Inertia Matrix for Four-Loop Operation of ROSA
under Normal Conditions and Phase 1, Initial Depressurization.

Loop  Flow Rate leaving from

on Side through SG Exit of Loop SG Exit of LoopB A

B 6.63×10Cold Leg
B

5

A 6.63×10Cold Leg
A

5

Table 5.6 presents the inertia matrix with symbol entries for the 7-Loop operation of AP600, APEX, and SPES during
Phases 2 through 4. The indices of theI-elements refer to the flow diagrams in Figures 5.7 through 5.9. The inertia
matrix is derived from Eq. (5-37), using the row-reduced echelon matrix in Figure A.6.2 of Appendix A.6, and then
numerically evaluated with the data listed in Appendix A.1.4 and with the fluid densities listed in Appendices A.4.3
through A.4.4.

Table 5.6 Inertia Matrix in Symbolic Form for AP600, APEX, and SPES During Phases 2 Through 4

Loop Flow Rate leaving from Flow Rate from

 on
 s

id
e

th
ro

ug
h CMT CMT CMT CMT PRHR

Branch of Branch of SG Exit of SG Exit of Branch of Branch of Branch of Break in
Loop to Loop , to Loop Loop Loop , to Loop , to Loop , to LoopB1

RPV CMT CMT RPV PRHR
B2

A

A1 A2 B1

B

B2 A

Surge Line
to Hot Leg
of LoopA

B1

B Cold Leg
1 I loop-B1 I I I I I 0 0 (-IB,7-1-5 6-1 6-1 B,7-1-19 B,6-1-5 6-1)

A CMTA (-I )  (-I )  (-I ) 0  (-I ) 0 0 I6-7 I cmtA,8-9-7 6-7 6-7 6-7 6-7

A Cold Leg
1 I I I I I (-I ) (-I ) (-I )6-1 7-1 I loop-A1 A,6-1-5 7-1 6-1 A,2-5 A,1-3 7-1

A Cold Leg
2 I I I I I (-I ) (-I ) (-I )6-1 7-1 A,6-1-5 I loop-A2 7-1 6-1 A,2-5 A,1-3 7-1

B CMT,B (-I ) 0  (-I )  (-I )  (-I ) 0 0 IB,19-7 6-7 6-7 I cmtB,19-9-7 6-7 6-7

B Cold Leg
2 I I I I I 0 0 (-IB,6-1-8 B,7-1-8 6-1 6-1 B,7-1-8 I loop-B2 6-1)

A PRHR I I I I I I (-I ) (-I )6-1 7-1 A,5-6-2 A,6-1-2 7-1 6-1 I rhr,2-5 A,1-2 6-1
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Table 5.7 shows the numerical values of the elements of the inertia matrix for the 7-Loop operation of AP600 during
Phase 2. TheI-elements in Table 5.6 are evaluated according to Eq. (5-37), using the data listed in Appendix A.1.4
and with the fluid densities listed in Appendices A.2.3 through A.2.4. The negative elements in the inertia matrix
indicate that the flow corresponding to the column of the matrix is, in the common segment of the loop corresponding
to the row of the matrix, in the direction opposite of the normal flow in that loop.

Table 5.7 Inertia Matrix in Numerical Form for AP600 During Phase 2
(All lines being filled with single-phase liquid, kg/m )4

Loop Flow Rate leaving from Flow Rate from

 on Side through

CMT CMT CMT CMT PRHR
Branch of Branch of SG Exit of SG Exit of Branch of Branch of Branch of Break in
Loop to Loop , to Loop Loop Loop , to Loop , to Loop , to LoopB1

RPV CMT CMT RPV PRHR
B2

A

A1 A2 B1

B

B2 A

Surge Line
to Hot Leg
of LoopA

B1

B Cold Leg
1 5.21##104 3.04·10 3.81·10 3.81·10 3.76·10 3.09·10 0 0 -3.81·104 3 3 4 4 3

A CMTA -5.29·10 -5.29·10 -5.29·10 0 -1.46·10 0 0 5.29·102 1.49·106 2 2 4 2

A Cold Leg
1 3.81·10 3.28·10 3.09·10 3.28·10 3.81·10 -2.09·10 -3.39·10 -3.28·103 3 5.21·104 4 3 3 4 4 3

A Cold Leg
2 3.81·10 3.28·10 3.09·10 3.28·10 3.81·10 -2.09·10 -3.39·10 -3.28·103 3 4 5.21·104 3 3 4 4 3

B CMT,B -1.46·10 0 -5.29·10 -5.29·10 -5.29·10 0 0 5.29·104 2 2 1.66·106 2 2

B Cold Leg
2 3.81·10 3.76·10 3.81·10 3.81·10 3.76·10 0 0 -3.81·104 4 3 3 4 5.21·104 3

A PRHR 3.81·10 3.28·10 3.12·10 1.00·10 3.28·10 3.81·10 -6.21·10 -3.81·103 3 4 4 3 3 1.38·106 3 3

Appendix A.7 shows the numerical values of the elements of the inertia matrix for the 7-Loop operation of APEX and
SPES, and for the five-loop configuration of ROSA during Phases 2. For Phases 3 and 4, the elements were evaluated
the same way as for Phase 2, but with different density in some of the loop segments. No inertia matrix was evaluated
for the long lasting, quasi-steady Phase 5.

Inertia,I, is defined in Eq. (5-24) for two-phase flow in acomponent. It is the principal part of the inertia, accounting
for the geometric effects, mixture density and void distribution. The effects on inertia of phase change and local vapor
drift are accounted for byû- given in Eq. (5-26). As seen from Eq. (5-25),ÿ reduces for single-phase flows to them

familiar inertia,!L/A, which is the reason for callingI “inertia.”

Equation (5-37) defines the global inertia matrix of loop system. The elements of the global system inertia matrix of
two-phase flow,ÿ, in Eq. (5-37) also reduce for single-phase flow to the familiar!L/A-combinations of the system. The
diagonal elements ofÿ for loops with a single primary flow in its closed contour are the loop momenta if , in the
definition of loop flows, only positive flows are encountered around the closed contour, and if none of the branch exit
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flows selected as primary flow is of a collecting branch (e.g., plenum exit flow). Only under these conditions are the
off-diagonal elementsa measure of thecross-coupling between loops by inertia, since every pressure difference
induced in a common loop segment by acceleration in one loop exerts the same pressure difference in the other loop(s).

A final note on the importance of the inertia matrix: the eigenvalues of the system of momentum balances, Eqs. (5-19),
are obtained from its Jacobian with respect to the primary volumetric flow rates which, by the chain rule of
differentiation applied to Eq. (5-27), involves the inertia matrix. The inertia matrix and the impedance matrix
determine, therefore, system stability in the vicinity of a point in time (linear stability criterion).

5.4.2.4 Impedance Matrix

The global momentum balances, Eqs. (5-19), for a system of loops contain the flow resistance terms of friction, and
form loss as expressed by Eq. (5-22). The friction (wall shear) term is proportional to the mass flow rate,W, only
at low Reynolds numbers. Form losses are always proportional to the square of the mass flow rate. For the purpose
of scaling, however, the flow is taken to be always turbulent (simplifying assumption W-vi listed in Section 5.2), and
both friction and form losses are proportional toWW and depend always on the direction of the flow.

By using the integral of Eqs. (5-19) to get the loop momenta, by solving the linear system of equations, Eqs. (5-36),
for the primary volumetric flow rates, and by using Eqs. (5-35) for the secondary volumetric flow rates, one obtains
all the mixture volumetric flow rates at the entrance of every flow segment in every loop of the system. With the
volumetric and mass flows predicted, one evaluates first the mass flow rate,W, at the entrance of each loop segmenti

(5-39)

and thendirectly the irreversible dissipation in terms of the resistance of each component (indexi), in each loop
segment (with indexk and entrance mass flow rateW ) between branch points of a loop (with indexj)i 

(5-40)

(5-41)

where the repeated indices in Eq. (5-40) do not imply summation, and all the symbols are defined below Eq. (5-22).
Equation (5-23) shows that the form loss coefficient,K, depends on flow direction.

A single flow resistance coefficient,R , combines in Eq. (5-40) the flow resistances of all components in a loopkj

segment. This implies not only a reduction of the very large number of local resistance coefficients associated with
all the discontinuities of flow cross-sectional areas in a hydraulic system, but also flexibility for controlling flow
resistances to achieve hydraulic similarity between different facilities.

As for the inertia matrix, the irreversible dissipation of the system is expressed in terms of only the primary mass flow
rates, (W ) , one for each loop with indexj. This is achieved by expressing all the secondary mass flow rates in termsm, pr, j

of primary mass flow rates, using Eq. (5-35). As a result, the resistance vector in Eq. (5-19) becomes the product of
the flow impedance matrix� and the kinetic energy vector, [17].

The distribution of flow resistance in a loop system determines the flow distribution under steady-state conditions and,
along with the inertia matrix discussed in Section 5.4.2.3, the transient redistribution of flow in the system during a
transient [17]. The flow impedance matrix� displays, therefore, perspicuously thecombinationof resistance
coefficients that governs the distribution of flow in a loop system and the cross coupling between loops byimpedance.
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 The flow impedance matrix� displays the resistance characteristics related tosystem topology, whereas thedynamic
stateof the system is represented by the vector of kinetic energy. The flow impedance matrix� changes weakly
with time as the fluid density and possibly the Reynolds number change (at low Reynolds numbers).

The central idea is to express the resistance vector in Eq. (5-19) in terms of only the sameN primary mass flow ratesL

that are associated with theN primary volumetric flow rates, as obtained, according to Eq. (5-36), from the knownL

N loop momenta. For this purpose, the total of (N + N - 1) independent mixture mass flow ratesW (0, t)of the loopL           L  B        m   

system are grouped intoN primary,W (0, t), and (N - 1) secondary,W (0, t), flow rates and arranged in theL  m, pr    B     m, sn 

same order as the volumetric flowratesin Eq. (5-27). The primary mass flow rates,W (0, t), are given by Eqs. (5-m, pr 

36) and (5-37), while the (N - 1) secondary mass flow rates are given byB 

(5-42)

Thej loop resistance vector in Eq. (5-19) is broken up in the same way as the loop inertia in Eq. (5-27), that isth 

(5-43)

where the indicespandq imply summation,ü is theN × N matrix of resistance elements,R , defined in Eq. (5-41)L  L     jp

and associated with the loop segments of theprimary flow rates,W , andý is theN × (N - 1) matrix of resistancem, pr      L  B 

elements,R , also defined in Eq. (5-41) but associated with the loop segments of thesecondaryflow rates,W . Thejq                  m, sn

matricesü andý are obtained by simply replacing the inertia elements in� and�, respectively, by the resistance
elements of the associated loop segments. TheN × (N + N - 1) flow impedance matrix� is thenü, augmented byL  L   B 

ý

 (5-44)

and to be multiplied with the (N + N - 1) × 1 column vector of directed kinetic energy,L  B   

(5-45)

to produce the elements (see Eq. (5-43)) of the resistance vector in Eq. (5-19). The firstN elements of are givenL

by

(5-46)

and the last (N - 1) elements of are given byB 

(5-47)

where each vector element is given by Eq. (5-42). Indicial notation defines the matrix algebra for generating the
resistance vector in Eq. (5-19)
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(5-48)

With the above matrix-vector product substituted into Eq. (5-43) and the result substituted for the friction term in the
global momentum balance, Eq. (5-19), this equation is written, with indicial notation, to show the impedance matrix
� of the form loss and friction term.

(5-49)

Wulff [17] introduced earlier a more complicated matrix multiplication of a simpler, more compact form of the
impedance matrix with a more complicatedmatrix of directed kinetic energies. The standard matrix-vector
multiplication, adopted from [21] and presented here in Eq. (5-48) is preferred, however, because the directed kinetic
energy appears as the simple vector,

� displays clearly the impedance coupling between loops, and we arrive at the following interpretation of�: The
relative magnitudes of the elements in eachrowof � in Eqs. (5-44) and (5-48) reveal the flowresistance distribution
in the loop associated with that row. Loops which share a common element in one or morecolumnsareimpedance-
coupled, the stronger the larger the common element is relative to the other elements in the respective row.

Table 5. 8 shows the impedance matrix in symbolic form for the four-loop systems of AP600, APEX, and SPES, for
normal operating conditions and for Phase 1, i.e., before the occurrence of the S-Signal. The resistance coefficients,
R, are defined by Eq. (5-41). The subscripts denote the end points of loop segments, as shown in Figure 5.6. Each
row is labeled to show the loop of the system, and each column is labeled to show the loop segment to which the
resistance coefficient belongs.

Table 5.8 Impedance Matrix for Four-Loop Operation
During Phase 1 of AP600, APEX, and SPES.

(for subscripts ofR , see Fig. 5.6)

Loop Resistance Coefficients of Loop
Sections between Branch Points:

on Side through Exit of SG
RPV to

1 - 5

SG Exit Interior of
to RPV RPV

B Cold Leg
1 R R RB,1-5 B1,5-6 61

B &ROG /HJ

�
R R RB,1-5 B2,5-6 61

A &ROG /HJ

�
R R RA,1-5 A1,5-6 61

A &ROG /HJ

�
R R RA,1-5 A2,5-6 61

The numerical values of the impedance matrices for AP600, APEX, and SPES are shown in Tables 5.9 through 5.11.
Actually shown are the geometric parameters 2!R in 1/(m kg), whereR is defined by Eq. (5-41). Consequently, thel
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tables are used to cover Phases 2 through 4: the values of the elements of the impedance matrix listed are to be
multiplied with twice the fluid density, that is, for scaling purposes with twice the fluid density at the beginning of the
respective phase. Tables 5.9 through 5.11 serve to compare, in absolute values, the impedance-related geometry of
the three facilities. It isobvious that the form loss and friction factors of the test facilities differ by three orders of
magnitude from those of the AP600. However, what counts are the comparison of scaled system impedance and scaled
impedance matrices shown in Chapter 6.

Table 5.9 Impedance Matrix in Numerical Form for
Four-Loop Operation of AP600, Phase 1.

(Shown is 2! R, in 1/(m kg), for identification of values see Table. 5.8)l 

Loop Resistance Coefficients (×2!) of Loop Sections
between Branch Points:

on Side through
RPV to Exit SG Exit to Interior of
of SG 1 - 5 RPV RPV

B 18.404 3.469 3.386Cold Leg
1

B 18.404 3.469 3.386Cold Leg
2

A 18.404 3.469 3.386Cold Leg
1

A 18.404 3.469 3.386Cold Leg
2

Table 5.10 Impedance Matrix in Numerical Form for
Four-Loop Operation of APEX, Phase 1.

(Shown is 2! R, in 1/(m kg), for identification of values see Table. 5.8)l

Loop Resistance Coefficients (×2!) RI /RRS
6HFWLRQV EHWZHHQ %UDQFK 3RLQWV�

on Side through
RPV to Exit SG Exit to Interior of
of SG 1 - 5 RPV RPV

B 2.06·10 2.50·10 2.38·10&ROG

/HJ �
4 4 3

B 2.06·10 2.50·10 2.38·10&ROG

/HJ �
4 4 3

A 2.06·10 2.50·10 2.38·10&ROG

/HJ �
4 4 3

A 2.06·10 2.50·10 2.38·10&ROG

/HJ �
4 4 3
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Table 5.11 Impedance Matrix in Numerical Form for
Four-Loop Operation of SPES, Phase 1.

(Shown is 2! R, in 1/(m kg), for identification of values see Table. 5.8)l 

Loop
Resistance Coefficients(×2!) of Loop

Sections between Branch Points:

on Side through
RPV to Exit SG Exit to Interior of
of SG 1 - 5 RPV RPV

B Cold Leg
1 3.01·10 7.46·10 3.53·106 5 5

B &ROG /HJ

�
3.01·10 7.46·10 3.53·106 5 5

A &ROG /HJ

�
3.01·10 7.46·10 3.53·106 5 5

A &ROG /HJ

�
3.01·10 7.46·10 3.53·106 5 5

The impedance matrix for the two-loop system of ROSA was developed by the same method as those for AP600,
APEX, and SPES. Table 5.12 presents the geometric parameters 2!R in 1/(m kg), whereR is defined by Eq. (5-41),l

for ROSA. Thus, the values in Table 5.12 are the impedance-related geometric parameters for ROSA and can also
be compared with the values given in Tables 5.9 through 5.11 to see that the form loss and friction factors of ROSA
differ by two orders of magnitude from those of the AP600. However, for assessing similitude, one must compare the
scaled system impedance and scaled impedance matrices shown in Chapter 6.

Table 5.12 Impedance Matrix in Numerical Form for
Two-Loop Operation of ROSA, Phase 1. (Shown is 2! R, in 1/(m kg))l

Loop
Resistance Coefficients (×2!) of
Loop Sections between Branch

Points:

on Side through Entrance to Interior of RPV
Hot-Leg

Cold-Leg Exit

B Cold Leg 3.82·10 11.76·103 3

A Cold Leg 3.82·10 11.76·103 3

After the S-Signal has occurred, for Phases 2, 3 and 4, AP600, APEX, and SPES have seven interacting loops. The
impedance matrix for AP600, APEX, and SPES during Phases 2, 3 and 4 is given, in symbolic form, In Table 5.13.
 The resistance coefficients,R, are defined by Eq. (5-41). The subscripts denote the end points of loop segments, as
shown in Figure 5.7, 5.8, and 5.9. Each row is labeled to show the loop of the system, and each column is labeled to
show the loop segment to which the resistance coefficient belongs.
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Table 5.13 Impedance Matrix in Symbolic Form for Seven-Loop Operation of
AP600, APEX, and SPES (Phases 2, 3, and 4).

(for subscripts ofR , see Fig. 5.7, 8, and 9)

Loop Resistance Coefficients of Loop Sections between Branch Points:

on from DVI from Hot
Side to Upper Leg to SG

through PRHR of SRL of of) Hot Leg Branch in of) Cold Downcome Cold Leg to
RPV to PRHR to (Remainder SG to CMT (Remainder Upper CMT from

Loop Loop and SG Loop Leg r DVIA A B

Vessel PRHR

Plenum in LoopA

B 0 0 R R R R R 0 0Cold Leg
1 B,1-5 B1,5-19 B1,19-6 6-7 7-1

A 0 0 0 0 R R 0 R 0CMTA B2,8-6 6-7 B2,8-9-7

A R R R 0 R R R 0 0Cold Leg
1 A,1-2 A,2-3 A,3-5 A1,5-6 6-7 7-1

A R R R 0 R R R 0 0Cold Leg
2 A,1-2 A,2-3 A,3-5 A2,5-6 6-7 7-1

B 0 0 0 0 R R 0 R 0CMT,B B1,19-6 6-7 B1,19-9-7

B 0 0 R R R R R 0 0Cold Leg
2 B,1-5 B2,5-8 B2,8-6 6-7 7-1

A R 0 0 0 R R R 0 RPRHR A,1-2 A1,5-6 6-7 7-1 A,2-17-5

The numerical values of the impedance matrix elements for AP600 are shown in Table 5.14 on the next page. Actually
shown are again the geometric parameters 2!R,in 1/(m kg) whereR is defined by Eq. (5-41). Consequently, the tablesl

are used to cover Phases 2 through 4: the values of the elements of the impedance matrix listed are to be multiplied
with twice the fluid density, that is, for scaling purposes with twice the fluid density at the beginning of the respective
phase. Corresponding tables for APEX, ROSA, and SPES, and the impedance matrices for Phase 5 are given in
Appendix 8.

5.5 Reference Parameters

In this section are defined the reference parameters as obtained in accordance with the rules that were explained in
Section 4.4.3. All reference parameters were expressed in terms of design-specified geometric quantities and in terms
of specified initial and operating conditions. Where a reference parameter could not be computed directly from design
specifications, steady-state or transient conservation equations had to be used to estimate characteristic reference
parameters. There is no need for precise predictions of indirectly obtained reference parameters; instead, reliable
estimates are needed which can serve to normalize the system variables such that their order of magnitude is one.
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Table 5.14 Impedance Matrix in Numerical Form for Seven-Loop Operation of
AP600 During Phases 2 Through 4. (Shown is 2!R,in 1/(m kg),l

for identification ofR , see Fig. 5.12)

Loop Resistance Coefficients (×2!) of Loop Sections between Branch Points:

on from DVI from Hot
Side to Upper Leg to SG

through PRHR of SRL of of) Hot Leg Branch in of) Cold Downcome Cold Leg to
RPV to PRHR to (Remainder SG to CMT (Remainder Upper CMT from

Loop Loop and SG Loop Leg r DVIA A B

Vessel PRHR

Plenum in LoopA

B Cold Leg
1 0 0 18.404 0.496 2.973 -0.026 3.412 0 0

A CMTA 0 0 0 0 2.973 0.026 0.000 7.48·10 04

A Cold Leg
1 0.124 0.635 17.646 0 3.469 -0.026 3.412 0 0

A Cold Leg
2 0.124 0.635 17.646 0 3.469 -0.026 3.412 0 0

B CMT,B 0 0 0 0 2.973 0.026 0 8.04·10 04

B Cold Leg
2 0 0 18.404 0.496 2.973 -0.026 3.412 0 0

A PRHR 0.124 0 0 0 3.469 -0.026 3.412 0 5.12·104

5.5.1 Time References

Reference times are estimates of the time taken by the system for passing through a phase or a subphase. Their
selection is important for obtaining time derivatives of order of unity. The reference time is a common factor in all
scaling criteria obtained by thefractional scaling method (Sect. 4.4.52) but it does not affect the ranking of
phenomena. In the scaling method related to thecausative-process(Section 4.4.5.1) the reference time has no impact
on either the ranking of phenomena or on the assessment of scaling distortions, except for scaling the capacitance term
in transient conservation equations.

The reference (or characteristic response) time,t , is found for a phase by setting the capacitance scaling group�ref             c

of Eq. (4-2) equal to 1, in that equation which describes the important process during the phase. For Phases 1 and 2,
the important process is the draining of the pressurizer and drainage time is the reference time. The characteristic
times of ADS-123 and 4 depressurizations were used for Phases 3 and 4, respectively. For Phase 5, the time of
draining the IRWST was taken as the characteristic time. Below are the generic definitions of characteristic or
reference times,t .ref

Thecharacteristic drainage timefor the fluid in volumeV is

(5-50)

where- is the initial volumetric break flow rate (cf. Section 5.5.3) for Phases 1 and 2, or, for Phase 5, the volumetric0

flow rate at the IRWST drain line (cf. Section 5.5.3).
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Thecharacteristic fluid residence timefor the fluid in the loop of specified volumeV isloop

(5-51)

where- is the design-specified initial volumetric flow rate of the fluid entering the loop.0, loop

Thecharacteristic time of depressurizationis an estimate of the time that the system, having the system elasticity or
mechanical complianceV $ , requires to pass through the pressure rangeûp , as the result of fluid leaking from aV,0          0

break or discharge valve at the volumetric flow rate- (cf. Section 5.5.3). It is0

(5-52)

5.5.2 Pressure References

ForPhase 1, the first phase which begins at break initiation and ends at the S-Signal initiation, the reference pressure
difference equals the difference between the specified initial pressure and the S-Signal pressure trip set point, as
recorded for each facility in the EXCEL Spreadsheet Section Phase 1 of Appendices 4.1 (for the time before scram)
and 4.2 (for the time after scram). The initial pressure and the pressure trip set point for the S-Signal are given in
Appendix 4.1.

ForPhase 2, the phase which begins at the S-Signal pressure trip set point and ends when the liquid level elevation
reaches the 67% mark in one of the Core Make-Up Tanks, the reference pressure difference equals the difference
between specified S-Signal pressure trip set point and the pressure trip set point for Accumulator flow initiation. The
pressure trip set point for Accumulator flow initiation was selected because it is the only design-specified pressure that
is approximately equal to the system pressure at the time when one of the liquid levels in the CMT’s reaches the 67%
mark.

The S-Signal trip and the Accumulator trip pressures are recorded in Appendix 4.3 for each facility. The reference
pressures are computed in the EXCEL Spreadsheet Section for Phase 2 of Appendix 5.2.

For Phase 3,The ADS-123 Blowdown phase, the reference pressure difference equals the difference between the
design-specified pressures of trip set point for Accumulator flow and of the containment. Both pressures are listed for
the four facilities in Appendix 4.4, and the pressure difference is computed in the Phase 3 section of the EXCEL
worksheet that is reproduced in Appendix 5.3.

ForPhase 4, The ADS-4 Depressurization Phase, the reference pressure difference,ûp , is computed as the difference0

between the estimated starting pressure of Phase 4 and the hydrostatic pressure upstream of the closed IRWST shut-off
valve in the Direct Vessel Injection (DVI) line. The starting pressure of Phase 4 is estimated from the estimated time
for draining the Core Make-up Tanks from the 67% to the 20% elevation marks, and from the integral of the
depressurization equation, Eq. (5-8). For integrating Eq. (5-8), the ADS-123 discharge volumetric flow rate is taken
to be a function of pressure. The integral of Eq. (5-8), evaluated with only the causative term of ADS discharge, yields
for ûp ,0

(5-53)
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ĀwûTw

!g hfg

4
�

k!c w

ût
ûp

,

-̄CMT,

5. Modeling Equations

NUREG/CR-55415 - 31

wherep is the initial pressure of Phase 3,- is the causative discharge volumetric flow rate (cf. Section 5.5.3),0        ADS-123

 $ is the system isentropic compressibility, Eq. (5-9), and the time,ût , for CMT draining is estimated from Eq. (5-V           drn 

50)

(5-54)

whereû. = 0.47 is the liquid volume fraction that drains from the CMT during Phase 3. The mean flow rate,l

is obtained as the average of the draining volumetric flow rates,- , estimated with the initial and final levelCMT

elevations,L , in the CMT. The volumetric flow rate,- , is computed from the steady-state momentum balanceCMT          CMT

for the CMT loop, Eq. (5-19), with the time derivative and the momentum flux change terms set equal to zero, and
with the resistance coefficients,R, defined by Eq. (5-41)

(5-55)

In Eq. (5-55),gandH stand for, respectively, the gravitational constant and the elevation of the Hot Leg centerline.HL

The CMT draining by gravity is counteracted by the condensation-induced volumetric hold-up rate
 

(5-56)

where the heat flux is limited by conduction (thick-walled CMT), the depressurization time,ût , is computed from
ûp

Eq. (5-52), and the driving temperature difference,ûT , is the initial difference between hot-leg and CMT temperatures.w

The wall area is the average between initial and final wall areas.

The accuracy of estimating the starting pressure of Phase 4 suffers from the uncertainties in estimating the starting
pressure for Phase 3, the condensation heat transfer, and the duration of the ADS-123 blowdown phase. The estimated
starting pressure of Phase 4, and the estimated duration of the ADS-123 phase are compared with experimental data
in Table 5.15. The comparison shows that the reference starting pressure is accurate enough to meet the scaling
requirement for getting normalized pressures and normalized pressure derivatives of order of unity. The estimations
of starting pressure for Phase 4 are shown in the EXCEL worksheet Section for Phase 3 in Appendix 5.4.

For Phase 5, there was no depressurization equation to be scaled since the pressures are governed by the constant
containment pressure and gravity heads.

The compressibility (or mechanical compliance) of nitrogen gas in Eqs. (5-8), (5-9), (5-11), and (5-17) is scaled with
the absolute pressure that exists at the beginning of the respective phase.

 

5.5.3 Volumetric Flow Rate References

Reference values for normalizingindividuallyall volumetric flow rates are computed either from steady mass and mo-
mentum balances for HEM critical flow through the break and ADS valves, or from quasi-steady correlations for
choked flow of subcooled liquid, or from the steady form of the loop momentum balance, Eq. (5-19) for subcritical flow
(cf. Eq. (5-55)).
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ForPhase 1, the first phase which begins at break initiation and ends at S-Signal initiation, the reference volumetric
flow rate is the critical break flow rate, estimated from the critical mass flux in Appendix 4.1 for initial conditions of
Phase 1. The critical mass flux of subcooled liquid is computed from the expression by Bestion [22], using the
equilibrium quality, x , the system pressure,p , and the saturation pressure,p , corresponding to the cold-lege     0      sat

temperature

(5-57)

and then multiplied with the specified break area and divided by the average liquid density in the Cold Leg, to yield
the reference volumetric flow rate, i.e., the break flow rate

(5-58)

Since/p= 0 (Assumption p-iv in Section 5.2) is implied in the derivation of the depressurization equation, Eq. (5-8),
one must use the cold-leg density on Eq. (5-58) instead of the the fluid density at the throat section of the break. The
estimated break mass flow rates,G A , are compared with experimental data in Table 5.16. For ROSA thecrit , 0 bk

estimate is 14% low, for SPES estimate and test data agree, but there are no data for APEX because APEX does not
model Phase 1.

For Phase 2, the phase which begins at the S-Signal initiation and ends with the 33% liquid inventory depletion in
the CMT, the reference volumetric flow rate for time scaling is also the critical break flow rate, estimated from the
critical mass flux in Appendix 4.3 for initial conditions of Phase 2. Equations (5-57) and (5-58) are evaluated again
for Phase 2.

For Phase 2, the reference volumetric flow rates are needed also for the natural circulation flows through the Core
Make-up Tanks (CMT) and the Passive Residual Heat Rejection (PRHR) system. These flow rates are estimated from
the steady form of the loop momentum balance, Eq. (5-19)

(5-59)

Here,ûH , g, � , ! , T , andT denote, respectively, the elevation difference between the thermal centers,thrcnt   T  0  max   min

gravitational constant, isobaric thermal expansion coefficient, mean fluid density, and maximum and minimum fluid
temperatures. The minimum temperature of the fluid is the initial CMT and PRHR temperature and equals the initial
containment temperature; the maximum temperature equals the hot-leg temperature for the PRHR, and the cold-leg
temperature for the CMT. The resistance coefficients,R, are defined by Eq. (5-41).

The estimated CMT and PRHR flow rates are compared with test data in Table 5.16 of Section 5.5.5. For APEX and
ROSA the estimates are less than 7% too small, for SPES, however, the estimate is about 50% too large.

For Phase 3, the ADS-123 blowdown phase, the reference volumetric flow rate is estimated as the critical
homogeneous equilibrium (HEM) flow rate through the ADS-123 valve. The critical HEM flow was computed with
the aid of MATHCAD, using HTFS polynomial fits to saturation properties of water [24]. The mass flux,G, satisfies
the steady-state energy and mass balances

(5-60)
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and reaches a maximumG , for which dG/dp= 0, as the pressure drops isentropically along a path through thecrit , 0

ADS-123 valves. To establish isentropic expansion, one needs to satisfy

(5-61)

(5-62)

(5-63)

wheres is the upstream stagnation entropy,x, h, s, andv, are, respectively, equilibrium quality, enthalpy, entropy,0

and specific volume, and subscriptsf andfg denote, respectively, saturated liquid and phase change. The maximum
G is found by solvingcrit , 0

(5-64)

where the prime means differentiation with respect to pressure along the saturation line. The solutionG to Eq.crit , 0

(5-64) is transferred from MATHCAD to EXCEL, as shown in Appendices A.2.4 for ADS-123 flow at the start of
Phase 3, and in Appendix A.4.5 for ADS-4 flow at the beginning of Phase 4. ADS-123 flow at the start of Phase 3
is from the vapor-filled Pressurizer (. = 1). The HEM critical mass flux,G , is multiplied with the respective flowcrit

area and divided by theupstreamfluid density, to obtain the reference volumetric flow rate as shown in Eq. (5-58).

The flow rate estimates are compared with test data in Table 5.16 of Section 5.5.5. The estimates are for APEX,
ROSA, and SPES, respectively, 23% too high, 3% too low, and 14% too high. This is sufficiently accurate to assure
order of unity for the scaled flow rates.

ForPhase 4, the ADS-4 depressurization phase, the reference volumetric flow rates through the break, the ADS-123
and ADS-4 valves are computed by MATHCAD from the HEM model given by Eqs. (5-60) through (5-64), evaluated
with the quality of, respectively,x = 0 at the break,x = 1 at the ADS-123 valves, andx = x , wherex is the core exitdf   df

quality computed from the equilibrium quality at the core exit

(5-65)

 
and the drift-flux correlation to give

 
(5-66)

The core heating power, is the decay heat, the core flow,W , is computed as the sum of the draining flows fromCR

the Pressurizer (PRZ) and Core Make-up Tank, both being mass flow rates,W andW , estimated from the steadyPRZ  CMT

form of the momentum balance, (see Eq. (5-55) for the volumetric flow rate), evaluated with the respective level
elevations in PRZ and CMT at the beginning of Phase 4. The subcooling enthalpy flow rate in Eq. (5-65) equals the
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sum of subcooling enthalpy flow rates of the flows from the PRZ and CMT.C andv are the standard Zuber-Findlay0  gj

distribution parameter and void-fraction weighted, area-averaged vapor drift velocity for bubbly flow.

The flow rate estimates are computed by EXCEL as shown in Appendix 4.5 and compared with test data in Table 5.16
of Section 5.5.5. The estimates are for APEX, ROSA, and SPES, respectively, 40% too high, 30% too high, and by
a factor of 2 too high. Except for SPES, this is sufficiently accurate to assure order of unity for the scaled flow rates.

ForPhase 5, the IRWST and sump injection phase, the normalization of flow rates was carried out on the basis of Mass
flow rates which are defined in Section 5.5.4 below. All volumetric flow rates were computed by dividing mass flow
rates by fluid density.

5.5.4 Mass Flow Rate References

Mass flow rates were normalizedindividually. For Phases 1 through 4 the subcritical flows were normalized with the
product of volumetric flow rates times fluid density. The volumetric flow rate estimations are described in Section
5.5.3 above.

For Phase 5, the IRWST and sump injection phase, the flow rates are governed by gravity, and therefore all reference
mass flow rates were computed by solving, with MATHCAD, simultaneously six coupled steady-state loop momentum
and three junction mass balances, to obtain these nine mass flow rates:W , the ADS-4 flow on the Pressurizer side;ADS-4, A

W , the ADS-4 flow on the CMT side;W , the flow from the IRWST;W , the flow from the PRZ surge line;ADS-4, B         IRWST      SRL

W , the break flow;W andW , the flows toward the steam generators on, respectively, the PRZ and CMT sides;bk     34, A  34, B

W , the flow from the Upper Plenum toward the PRZ; andW , W , the cold-leg flows from the steam generators1A            CL, A  CL, B

on, respectively, the PRZ and CMT sides. The reader is referred to Figure 5.10.

Six loop contours are formed, namely, (1) and (2) through Loops A and B, the primary-side coolant loops; (3) through
the loop from the containment through the PRZ to the ADS-4 valve on the PRZ side and back to the containment; (4)
through the loop from the containment through the PRZ to the ADS-4 valve on the CMT side and back to the
containment; (5) through the loop from the containment through the IRWST to the break and back to the containment;
and (6) through the loop from the containment through the IRWST to the ADS-4 valve on the PRZ side and back to
the containment. The six loop momentum balances are

for Loop A:

(5-67)
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for Loop B:

(5-68)

for the loop from the containment through the PRZ to the ADS-4 valve on the PRZ side and back to the containment:

(5-69)

for the loop from the containment through the PRZ to the ADS-4 valve on the CMT side and back to the containment:

(5-71)

for the loop from the containment through the IRWST to the break and back to the containment

(5-72)



!l HIRWST, b � LIRWST � !̄ LRPV

� !CRE HADS
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2
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WSRL = WADS	4,A � Wcnd, SG.A � WCL,A � W1A

W1B = WADS	4, B � WCL, B � Wcnd, SG.B
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For the loop from the containment through the IRWST to the ADS-4 valve on the PRZ side and back to the
containment:

(5-73)

In Eqs. (5-67) through (5-73), the symbolg stands for the gravitational constant,H for fixed and design-specified
component elevations found in Appendix 1.5,L for the elevations of moving liquid levels as found in Appendix 1.5
for the design-specified levels and in Appendix 4.6 for the computed elevations,! is the density andû! the difference
between the densities of saturated liquid and vapor. The over-bar denotes core average (arithmetic mean of inlet and
exit densities). The resistance coefficients,R, are defined by Eq. (5-41); their subscripts are shown in Figure 5.10, and
their numerical values were computed from the listing in Appendix 1.7 and are shown in Appendix 8. The resistance
coefficients for cold-leg pipes and valve passages in parallel are combined by

(5-74)

The six momentum balances, Eqs. (5-67) through (5-73), are supplemented with three mass balances, one for the RPV,
one for the Hot Leg at the PRZ side, and the third for the Hot Leg on the CMT side:

(5-75)

The nine coupled equations, Eqs. (5-67) through (5-73) and (5-75) were solved with the aid of MATHCAD. The
results are listed in Appendix 5.5, the reproduction of the EXCEL Worksheet for the reference parameters for Phase
5. The comparison between reference mass flow estimates and available test data is shown in Table 5.15 of the next
section.

5.5.5 Comparison of Reference Parameters with Test Data

Where a reference parameter could not be computed directly from design specifications, steady-state or transient
conservation equations had to be used to estimate characteristic reference parameters. It was explained in Section 5.3
that the estimates need to be confirmed to ascertain scaled variables of order of unity. This Section presents in Table
5.15 the comparison of estimated with available experimental data.This comparison gives the assurance that the
scaling analysis presented here complies with Scaling Principle (1) explained in Section 4.3, namely with the
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requirement that all scaled variables must be of order unity. It was also explained in Section 4.3 that the ranking of
phenomena or processes and the assessment of scaling distortion depend on the compliance with this principle.

Table 5.15 covers all phases of the transient. There are two rows for every compared parameter, the first one
presenting the estimates, the second row the data from the test facility. Each facility is represented in a column, as
indicates in the top row of the table. The estimated reference parameter for AP600 may be of interest and are,
therefore, included even though there are no test data available for AP600. The table shows that the accuracy of the
reference parameters is for most facilities sufficient to support the scale distortion criterion described in Section 4.6.

Table 5.15 Comparison of Estimated Reference Parameters with Experimental Data

AP600 APEX ROSA SPES

PHASE 1, Depressurization,
before scram

PRZ Fluid Residence Time, t estim. 303 268 279ref 

not applicable

Depressurization Time, break estim. 178 168 249

Surge line Ref. Mass Flow Rate estim. 41.7 1.45 0.10

Break Mass Flow Rate (kg/s) estim. 55.2 1.81 0.13

PHASE 2, Passive Decay
Heat Removal

CMT-B nat. circul. ref. mass
flow rate, W (kg/s)ps

estim. 44.26 0.22 1.09 0.11

CMT draining ref. mass flow
rate, W (kg/s)ps

estim. 54.51 0.44 1.53 0.13

PRHR nat. circul. ref. mass
flow rate, W (kg/s)ps

estim. 135.47 0.58 3.92 0.30

Time for primary & secondary-
side pressures cross-over (s)

estim. 252 61 242 312

Cross-over pressure, primary &
secondary-side pressures (MPa)

estim. 6.27 2.07 6.60 6.30

5.93
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Table 5.15 Comparison of Estimated Reference Parameters with Experimental Data(continued)

AP600 APEX ROSA SPES

PHASE 3, ADS-123
Blowdown

 ADS-123 Mass Flow Rate
(HEM) (kg/s)

estim. 361.0 1.7 10.1 0.8

CMT Draining, Volumetric
Flow Rate (m /s)3 estim. 5.59e-02 4.2e-04 1.3e-03 1.4e-04

Duration of ADS-123 Phase
(s), CMT draining from

estim. 723 465 869 988

Depressurization Rate at
ADS-123 Trip (Pa/s)

estim. -2.0e+04 -9.8e+03 -1.6e+04 -1.3e+04

PHASE 4, ADS-4

Starting Pressure estim. 2.73e+05 1.37e+05 3.03e+05 3.66e+05

ADS-4 Mass Flow Rate,
both sides (kg/s)

estim. 200.6 2.00 6.80 1.46

CMT Draining, Volumetric
Flow Rate (m /s)3 estim. 4.0e-02 3.23e-04 9.41e-04 9.81e-05

PRZ Level above bottom of
PRZ

estim. 10.57 1.51 8.34 4.76

ADS-4 Depressurization
Time (s)

estim. 672 243 674 282
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Table 5.15 Comparison of Estimated Reference Parameters with Experimental Data(continued)

AP600 APEX ROSA SPES

PHASE 5, IRWST Injection

 IRWST Mass Flow Rate
(kg/s)

estim. 90.4 0.6 1.5 0.2

ADS-4 Mass Flow Rate
(kg/s)

estim. 399 0.61 6.52 1.47

PRZ Draining Mass Flow
Rate (kg/s)

estim. 707 461 858 987

Break Mass Flow Rate (kg/s) estim. 5.28 0.07 0.19 0.01
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6. SCALING GROUPS

The conservation equations were derived in Chapter 5. This chapter presents the scaled conservation equations and
the scaling groups with their definitions, their numerical evaluation for every phase, and their interpretations.

6.1 Scaled Equations and Scaling Groups

In this section are presented the scaled equations and the scaling groups in symbolic form, along with their general
definitions. For phase and component-specific interpretations of the scaling groups, see Section 6.2.

It was explained in Section 4.4.5 that two useful scaling methods have been employed in this work, one is thecausative
processrelated scaling method as shown in Eq. (4-2), the other is the fractional scaling method shown in Eq. (4-3).
The respective advantages of the two methods are described in Sections 4.4.5.1 and 4.4.5.2. We present both methods
here in the same order as in Section 4.4.5.

6.1.1 Depressurization

Equation (5-8) for the time-rate of depressurization is the global mass balance of the primary system. It is scaled with
the specified geometric parameters listed in Appendix 1, the specified initial conditions listed in Appendices 4.1
through 4.5 for Phases 1 through 4, and with the computed reference parameters described in Section 5.5.

6.1.1.1 Causative-Process Related Scaling of Depressurization

The scaling of the depressurization equation, Eq. (5-8), is given first following thecausative-processrelated scaling
method, i.e., according to Eq. (4-2). Thecausative-process relatedscaling exhibits the scaling group� of theMC

system’s elasticity or mechanical compliance. The equation scaled by thecausative-process relatedmethod is written
for use with two types of discharge volumetric flow rates: one for the reference flow, , (i.e., break flow for Phases
1 and 2, ADS-123 flows for Phase 3, ADS-4 flow for Phase 4) and the second for additional discharge flows (break
flow for Phases 3, and 4, ADS-123 flows for Phase 4). The reference flow is the causative process for
depressurization. According to Eq. (4-2), the scaling group of the reference flow is, therefore, unity. The scaling of
Eq. (5-8) yields this depressurization equation, scaled by thecausative-process relatedmethod:

(6-1)

All terms in the depressurization equation, and their respective processes, are compared against the term of the
causative process: the break or ADS discharge (therefore� = 1, or� = 1). In Eq. (6-1), all the starred

3, break    3, ADS

quantities are the scaled quantities of the unstarred quantities in the original depressurization equation, Eq. (5-8), they
are formed according to Eq. (4-1). In Eq. (6-1)
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(6-2)

(6-3)

(6-4)

(6-5)

is the scaling group of the system’smechanical compliance, where the reference parametersûp , $ , ,- , andt , are,0  V  0  0   ref

respectively, the difference between initial and end pressures of the phase, the initial system mechanical volumetric
compliance or elasticity, the reference discharge (break) volumetric flow rate, and thesystemreference time. The
smaller the system’s mechanical compliance group,� , is the faster will the pressure change in time, and the moreMC

quasi-statically will the pressure adjust to external agents acting on the system. In physical terms,� , is the ratioMC

of thecharacteristic time for the pressure changeover thecharacteristic system time. Characteristic times have been
defined previously in Section 5.5.1.� = 1, if the characteristic time for pressure change is the characteristic timeMC

of system response.

In Eq. (6-1),� = 3 / 3 are the scaling groups ofsecondary dischargeor injection volumetric flow rates, with3-, i  0,i  0              0,i

denoting the individual initial secondary discharge or injection volumetric flow rates. These are zero during Phases
1 and 2, they stand for the break flow when the ADS-123 flows are the dominating discharges, and they stand for the
break and ADS-123 flows when the ADS-4 flows are the dominating discharges.

In Eq. (6-1), the scaling group of mechanical energy addition byReactor Coolant Pumpsis

where is the initial pressure rise in the Reactor Coolant Pumps, is the initial total core volumetric flow
rate,- the initial (reference) volumetric flow rate at the break, and the thermophysical properties� , !, andc , are0              T    p

the isobaric thermal expansion coefficient, density, and isobaric specific heat, respectively.� is the ratio of volumePP

expansion rate due to thermal expansion over break volumetric flow rate.

In Eq. (6-1), the scaling group of thermal expansion byheating of single-phase fluidis

where is the initial heating power applied to the single-phase fluid,- the initial (reference) volumetric flow0

rate at the break, and the thermophysical properties� , !, andc , are the isobaric thermal expansion coefficient,T    p

density, and isobaric specific heat, respectively. is the ratio of volume expansion rate due to thermal expansion,
caused by heating the single-phase fluid, over break volumetric flow rate.

In Eq. (6-1), the scaling group ofphase change by heating of two-phase fluidis
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where is the initial heating power applied to the regions of two-phase mixture,- is the initial (reference)0

volumetric flow rate at the break, and the thermophysical propertiesv andh , are the specific volume change andfg  fg

enthalpy of phase change, respectively. is the ratio of volume expansion or contraction rate due to phase change,
resulting from net heating or cooling of the two-phase mixture anywhere in the system, over break volumetric flow
rate.

In Eq. (6-1), the scaling group ofthermal expansion due to heating of noncondensible gasis

(6-6)

where is the initial heating power applied to the regions of nitrogen gas,- is the initial (reference) volumetric0

flow rate at the break,ûp is the difference between initial and end pressures of the phase, and� is the specific heat0

ratio of (the noncondensible gas) nitrogen. is the ratio of volume expansion or contraction rate due to net
heating or cooling of the inert gas in the system, over break volumetric flow rate (cf. assumption p,T-v in Section 5.2).

Equation (6-1) shows that the phenomenon of system elasticity and every transfer process of the control volume has
a term. All but the reference flow have a scaling group. Depressurization is scaled by up to six scaling groups.
Equation (6-1) is the scaled depressurization obtained from thecausative processrelated scaling method and has, as
explained in Section 4.4.5.1, two advantages: (1) the magnitude of thecausative processrelated scaling groups
indicates the importance of their associated processes relative to the well-knowncausativeprocesses of break and ADS
discharge flows which are responsible for the depressurization, and (2) the method of scaling reveals with asingle
scaling group, namely� in Eq. (6-2), how close the depressurization is to steady-state conditions relative to theMC

overall system change.

6.1.1.2 Fractional Scaling of Depressurization

The fractional scaling method of the scaling is explained in Section 4.4.5.2 to provide thefractionalscaling groups
as in Eq. (4-3). Thefractionalscaling groups have the advantage of displaying for every transfer of mass and energy
across the boundary of the control volume the effect that the process has on the time rate of change ofpressure. Each
fractional scaling group shows thefractional contributionof its respective transfer process to the total time rate of
pressure change. The largestfractional scaling groups are the most important ones as they bring about the largest
changes.

Thefractional form of the scaled depressurization equation is obtained by dividing the causative-process related, scaled
depressurization equation, Eq. (6-1), by the scaling group of the system’s mechanical compliance,� . The result isMC

(6-7)

Corresponding�-Groups in Eqs. (6-1) and (6-7) have the same subscripts, except that the subscripts offractional �-
Groups in Eq. (6-7) for depressurization have the prefix of .
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Thefractional scaling group of flow dischargethat appears in Eq. (6-7) is

(6-8)

and equals the ratio of volume displaced through porti over the system volume expansion due to depressurization.

Thefractional scaling group of thermal expansion due to pumping powerappearing in Eq. (6-7) is

(6-9)

and equals the ratio of volume displaced by thermal expansion, due to pumping of single-phase fluid, over the system
volume expansion due to depressurization.

Thefractional scaling group of thermal expansion or contraction due to net heating or cooling of single-phase fluid
that appears in Eq. (6-7) is

(6-10)

and equals the ratio of volume displaced by thermal expansion or contraction of single-phase fluid over the system
volume expansion due to depressurization.

Thefractional scaling group of phase change due to heating or cooling of two-phase mixturethat appears in Eq. (6-7)
is

(6-11)

and equals the ratio of volume displaced by boiling or condensing due to heat transfer (not flashing!) over the system
volume expansion due to depressurization.

Thefractional scaling group of thermal expansion due to heating or cooling of inert nitrogenin Eq. (6-7) is
 

(6-12)

and equals the ratio of volume displaced by expansion or contraction of inert gas, caused by heat transfer, over the
system volume expansion due to depressurization.

Thefractional scaling group of volume expansion due to break flowthat appears in Eq. (6-7) is

(6-13)
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and equals the ratio of thecharacteristic system timeover thecharacteristic time for the pressure change.
Characteristic times have been defined previously in Section 5.5.1. The system elasticity or mechanical compliance
group,� , is defined by Eq. (6-2).MC

Notice that everyfractionalscaling group hast /t as a factor. Consequently, the ranking of processes is not affectedref ûp

by the choice of reference time,t , nor the characteristic time of depressurization,t (see also Eq. (5-52) in Sectionref        ûp

5.5.1), but the assessment of scaling distortion is affected because the timing could be distorted in a test facility.
Numerical evaluations of the�-Groups are shown in Section 6.2.

6.1.2 Inventory

Equation (5-11) for the time-rate of vapor volume fraction is the vapor mass balance of the system control volume,V.
It is used to determine liquid volume fraction, or liquid inventory, and it is scaled with the specified geometric
parameters listed in Appendix 1, the specified initial conditions listed in Appendices 4.1 through 4.6 for Phases 1
through 5, and with the computed reference parameters described in Section 5.5.

6.1.2.1 Causative-Process Related Scaling of Liquid Inventory Loss

The scaling of Eq. (5-11) for the time rate of inventory change is given first following thecausative-processrelated
scaling method (see Eq. (4-2)). Thecausative-processrelated scaling exhibits the scaling group� of thesystem’sVC

volumetric compliance. The inventory equation scaled by thecausative-process related methodis written also for the
use with two types of discharge volumetric flow rates: one for the reference flow, , of Eq. (6-14) (i.e., break flow
for Phases 1 and 2, ADS-123 flows for Phase 3, ADS-4 flow for Phases 4 and 5) and the second for direct vapor
discharge flows,- (discharge from PRZ). The scaling of Eq. (5-11) yields the vapor inventory equation, as scaled*

g

by the causative-process related method:
 

(6-14)

All terms in the scaled “inventory” equation, Eq. (6-14) and their respective processes are compared against the term
of the causative process: the break or ADS discharge flow (therefore� = 1, or� = 1). In Eq. (6-14), all the3, break    3 ADS

starred quantities are the scaled quantities of the unstarred quantities in the original vapor mass conservation equation,
Eq. (5-11), they are formed according to Section 4.4.5.1 and Eq. (4-2). In Eq. (6-14)

 

(6-15)
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is the scaling group of the system’svolumetric compliance, where the reference parameters� , $ , ,- , andt , are,
., 0  V  0  0   ref

respectively, the initial value of the saturation property function given by Eq. (5-12), the initial volumetric system
mechanical compliance or specifiv elasticity, the reference discharge (break) volumetric flow rate, and the system
reference time.V is the primary system volume. The smaller the system’s volumetric compliance group,� , is theVC

faster will the liquid inventory deplete. In physical terms,� , is the ratio of thecharacteristic time for liquidVC

depletionover thecharacteristic system time, t . Characteristic times have been defined previously in Section 5.5.1.ref

� = 1, if the characteristic time for liquid draining is selected to be the characteristic time of system response.VC

In Eq. (6-14),� =- /- is the scaling group ofdirect vapor discharge, with - denoting the reference volumetric
-, g  g,0  0          0

flow rate. The direct vapor discharge occurs during Phases 3 and 4, when ADS-123 steam flows from the PRZ.

In Eq. (6-14), the scaling groups� , , and of mechanical energy addition, net heating of single-phasePP

regions, including the noncondensible nitrogen, are the same as defined by Eqs. (6-3), (6-4), and (6-6) for Eq. (6-1).
Thus, there are only three new scaling groups introduced by Eq. (6-14). The scaling group for heating of the two-phase
region is

(6-16)

and is the ratio of vapor volume expansion or liquid volume reduction rate due to phase change, resulting from net
heating or cooling of the two-phase mixture anywhere in the system, over break volumetric flow rate.

Equation (6-14) shows that the loss of inventory is caused not only by volume discharge but it is also influenced by
heating and cooling on the primary system boundary, and that it is scaled by at most three new scaling groups.
Equation (6-14) is the scaled equation for inventory loss obtained from thecausative processrelated scaling method.
Section 4.4.5.1, explains the two advantages of this method: (1) the magnitude of thecausative processrelated scaling
groups indicates the importance of their associated processes relative to the break and automatic depressurization flows
which are responsible for the inventory changes, and (2) this method of scaling reveals with a single scaling group,
namely� in Eq. (6-15), how far the inventory draining is from steady-state conditions relative to the overall systemVC

change.

6.1.2.2 Fractional Scaling of Inventory Loss

Section 4.4.5.2 presents thefractional scaling method according to Eq. (4-3) and provides thefractionalscaling or
�-Groupss for the liquid inventory equation. Thes�-Groups display for every transfer of mass and energy across the
boundary of the primary system control volume the fractional contribution of the respective transfer process to the time
rate of change of vapor volume, or, equivalently, to the rate of change of liquid inventory. Thefractional scaled
inventory equation is obtained by dividing Eq. (6-14) by the scaling group of the system’s volumetric compliance,�VC

in Eq. (6-15). The result is
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(6-17)

Corresponding�-Groups in Eqs. (6-14) and (6-17) have the same subscripts, except that the subscripts of fractional
�-Groups in Eq. (6-17) have the prefix of .

The fractionalscaling groupthat represents in Eq. (6-17) thevapor volume contraction or expansion due to net
heating or cooling, , of single-phase fluidin the control volume is

(6-18)

and it equals the ratio of volume displaced by thermal expansion or contraction of single-phase fluid over the system
volume expansion due to depressurization, times the ratio of system reference time over reference time for liquid
volume depletion.

Thefractional scaling grouprepresenting in Eq. (6-17) thevapor volume contraction or expansion due to boiling or
condensationas a result of the net heat transfer rate in the two-phase fluidregimes is

(6-19)

and it equals the ratio of volume displaced by phase change over the system volume expansion due to depressurization,
times the ratio of system reference time over reference time for liquid volume depletion.

Thefractional scaling group of vapor volume contraction or expansion due to mechanical (pumping) power added
to single-phase fluidthat appears in Eq. (6-17) is

(6-20)

and it equals the ratio of volume displaced by thermal expansion due to mechanical power addition over the system
volume expansion due to depressurization, times the ratio of system reference time over reference time for liquid
volume depletion.
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Thefractional scaling group of vapor volume expansion due to break flowthat appears in Eq. (6-17) is

(6-21)

and it equals the ratio of system reference time over reference time for liquid volume depletion.

Notice again that everyfractional scaling group hast as a factor. Consequently, the ranking of processes is notref

affected by the choice of reference time,t , (see also Section 5.5.1), but the assessment of scaling distortion is affectedref

because the timing could be distorted in a test facility. Whereas there are common�-Groups in Eqs. (6-1) and (6-14),
there is no such correspondence between Eqs. (6-7) and (6-17). The numerical evaluations of the�-Groups in Eqs.
(6-18) through (6-21) are shown in Section 6.2.

6.1.3 Temperatures

Equation (5-17) for the time-rate of temperature change is the liquid energy balance for the system control volume,
V. It could be used to predict the liquid temperature, and it is used here for scaling. It is scaled with the specified
geometric parameters listed in Appendix 1, the specified initial conditions listed in Appendices 4.1 through 4.6 for
Phases 1 through 5, and with the computed reference parameters described in Section 5.5.

6.1.3.1 Causative-Process Related Scaling of Temperature Change

The scaling of Eq. (5-17) for the time rate of primary-system liquid temperature change is given first given for the
causative-processrelated scaling method represented by Eq. (4-2). Equation (5-17) is scaled for Phases 1 and 2 of the
transient, for the primary system, with and without passive CMT and PRHR circulation, and for two types of discharge
flows: one for the reference flow, , (i.e., break flow for Phases 1 and 2, ADS-123 flows for Phase 3,
ADS-4 flow for Phases 4 and 5), and the second for direct vapor discharge flows,- , from PRZ. Equation (5-*

g

17) is scaled for the subphases in which core heating and SG cooling, or PRHR cooling dominate, and for the subphase
starting after accumulator injection. The liquid energy balance is also scaled for temperature changes in the CMT and
PRHR control volumes.

Thecausative-processrelated scaling method yields the scaling group� of thesystem’s heat copacity or thermalTC

complianceand has, as explained in Section 4.4.5.1, two advantages: (1) the magnitude of thecausative process
related scaling group indicates the importance of the associated process relative to the energy flow through the break
when heating and cooling are balanced, and otherwise relative to the dominant cooling rate (by SG or PRHR); and
(2) thecausative processrelated method of scaling reveals with a single scaling group, namely� in Eq. (6-22), howTC

far the thermal response of the system or a component is from steady-state conditions relative to the overall system
change.

Primary-System Temperature Change, Break Flow Dominating

The scaling of Eq. (5-17) yields the scaled equation for the time rate of temperature change during Phase 1 in which
the liquid temperature change is governed by break flow, , and when there is no CMT or PRHR circulation:
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(6-22)

All terms in the energy equation for the liquid temperature, and the processes associated with these terms, are
compared against the term of the causative process: the break discharge (therefore� = 1). In Eq. (6-22), all theT, break

starred quantities are the scaled quantities of the unstarred quantities in the original energy conservation equation for
the subcooled liquid, Eq. (5-17), they are formed according to Eq. (4-1). In Eq. (6-22)

(6-23)

is the scaling group of the system’sheat capacityor thermal compliance, where the reference parametersûT , � ,0  T, 0

$ , - , andt , are, respectively, the driving temperature difference, the initial value of the thermal expansionV,0  bk,0   ref

function defined by Eq. (5-18), the mechanical volumetric compliance (Eq. (5-9)), the initial (reference, break)
discharge volumetric flow rate, and the system reference time. The smaller the system’s thermal compliance group,
� , is the faster will the liquid temperature change. In physical terms,� , is the ratio of thecharacteristic time forTC              TC

thermal responseover thecharacteristic system time, multiplied by the ratio of thermal heat over mechanical work
capacities, (Mûh)/(ûVûp), whereûV is the thermal expansion or contraction of the subcooled liquid volume.l l l   l

Characteristic times have been defined previously in Section 5.5.1. The second of Eqs. (6-23) is written for Phase 1,
the initial depressurization phase, where the Pressurizer drain time is the characteristic time (cf. Eq. (5-50)).

In Eq. (6-22), the causative-process related scaling group forsubcooled liquid temperature change due to heating or
cooling of the liquidis

 

(6-24)

where is the initial net heating power applied to the single-phase fluid,- the initial (reference) volumetric flow0

rate at the break, and the thermophysical properties� , !, andc , are the isobaric thermal expansion coefficient,T    p

density, and isobaric specific heat, respectively.� is the ratio of net cooling power over the rate of mechanicalTQ,13

work discharge at the break.

In Eq. (6-22), the causative-process related scaling group forsubcooled liquid temperature change due to mechanical
energy addition to the liquidby the recirculation pumps is
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(6-25)

and equals the ratio of RCP pumping power over the rate of mechanical work discharge at the break.

In Eq. (6-22), the causative-process related scaling group forsubcooled liquid temperature change due to heating or
cooling the two-phase mixtureis

(6-26)

and equals the ratio of the effect of heating or cooling of the two-phase mixture (e.g., in PRZ) on subcooled liquid
temperature, over the effect on that temperature from mechanical work discharge at the break. When saturated liquid
crosses from the two-phase into the subcooled liquid region the! andh are to be replaced by! andh, respectively,23  23      f  f

in Eq. (6-26) and in Eq. (5-18) for� .T

Primary-System Temperature Change, Dominated by Wall Heating or Cooling

When the change of liquid temperature is governed by the net cooling due to the imbalance between full-power Steam
Generator cooling and reduced core heating after scram, as is the case during Phase 1.2, then the scaling of Eq. (5-17)
yields, for the time prior to the initiation of CMT and PRHR circulation,

(6-27)

Equation (6-27) applies only to Subphase 1.2, the second part of Phase 1, after scram. For this subphase the power
of the mechanical work at the break, which is the reference energy in Eq. (6-22), is replaced by the net cooling by the
Steam Generators. The scaling group of the system’sheat capacityor thermal compliancein Eq. (6-27) for Subphase
1.2 is

(6-28)

which equals the ratio of the rate of thermal energy release from the subcooled liquid over the net cooling power.
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The causative-process related scaling group for heat transfer to the single-phase fluid regions is equal to one for Eq.
(6-22) for Subphase 1.1. For Eq. (6-27) of Subphase 1.2 the effect of thebreak flowis represented by the causative-
process related scaling group

(6-29)

It is the ratio of mechanical power discharged through the break over the cooling power in the Steam Generators.

In Eq. (6-27), the causative-process related scaling group forsubcooled liquid temperature change due to mechanical
energy addition to the liquidby the recirculation pumps equals

(6-30)

and is the ratio of RCP pumping power over the cooling power in the Steam Generators.

In Eq. (6-27), the causative-process related scaling group forsubcooled liquid temperature change due to heating or
cooling the two-phase mixtureis

(6-31)

This is the ratio of the effect of heating or cooling of the two-phase mixture (e.g., in PRZ) on subcooled liquid
temperature, over the cooling power in the Steam Generators.

Primary-System Temperature Change, Domination by PRHR Cooling

PRHR cooling dominates the liquid temperature change at the beginning and during the early part of Phase 2. For this
phase, Eq. (5-17) is scaled after the inclusion of the CMT-A and CMT-B circulation flows and yields these causative-
process related scaling groups:

The system’s thermal compliance group,� , for Phase 2,TC

(6-32)
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is the causative-process related scaling group of the system’sheat capacity. All the symbols are as defined above The
smaller the system’s thermal compliance group,� , is the faster will the liquid temperature change.� , is the ratioTC           TC, 2

of thecharacteristic time for liquid cool-downby PRHR cooling over thecharacteristic system time. Characteristic
times have been defined previously in Section 5.5.1.

The causative-process related scaling group forsubcooled liquid temperature change due to heating or cooling of the
single-phase liquidis

 

(6-33)

which is the ratio of net wall cooling power over PRHR cooling power.

The causative-process related scaling group forsubcooled liquid temperature change due to mechanical energy
addition to the liquidby the recirculation pumps is, as in Eq. (6-25)

(6-34)

and equals the ratio of RCP pumping power over PRHR cooling power.

The causative-process related scaling group forsubcooled liquid temperature change due to heating or cooling the
two-phase mixtureduring Phase 2 is

(6-35)

and equals the ratio of the heating or cooling power of the two-phase mixture, over the PRHR cooling power.

The effect of thebreak flowon the change of liquid temperature is represented by the causative-process related scaling
group

(6-36)

It is the ratio of mechanical power discharged through the break over the PRHR cooling power.� = 1, becausePRHR

the PRHR cooling is the reference transport process. The representative, causative-process related scaling groups for
the effects of CMT circulation on the change of the liquid temperature in the primary system are, for CMTs on the
Pressurizer side (A), and CMT side (B)

(6-37)
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Equation (6-37) is the ratio of CMT over PRHR cooling power. The reference mass flow rates,W, are computed from
the steady momentum balance, and the initial enthalpies in Eq. (6-37) are computed from the specified initial
temperatures.

Temperature Change in Core Make-up Tank

Equation (5-17) reduces for the Core Make-up Tank, at the beginning of Phase 2 when CMT circulation is initiated,
to

(6-38)

where is the heating power passing from the CMT tank walls to the single-phase liquid in the CMT. Equation (6-
32) implies that the mass flows entering through the Pressure Balance Lines and leaving through the Direct Vessel
Injection Lines are equal. Scaling of this equation yields the equation scaled by the causative-process related method
(see Section 4.4.5.1)

(6-39)

with two causative-process related scaling groups, the first one representing thethermal capacityof the fluid in the
CMT

(6-40)

which is the ratio of the CMT’s thermal response time over the system reference time,t , with the CMT’s responseref

time being the time it takes to raise the initial CMT temperature,T , to the initial mean temperature,T, of the liquidCMT       l

in the primary system.� is also the ratio of the heat capacity of the liquid in the CMT over the heat capacity ofTC,CMT

the liquid circulating through the CMT during the system reference time. The difference between the Cold-Leg and
mean fluid temperatures is neglected in Eq. (6-40) because the difference is less than 1(C after scram. The CMT
volume,V , includes the volumes of the Pressure Balance Line (PBL) and the Direct Vessel Injection Line (DVI).CMT

The reference mass flow rate, (W ) is computed from the steady momentum balance equation, Eq. (5-56), as shownCMT 0

in Appendix 5.2. All initial conditions are found in Appendix 4.3.

The second causative-process related scaling group for the CMT temperature equation scales the effect ofwall heating

(6-41)

where the wall heating power, is computed for Phase 2 in Appendix 5.2, using the Dittus-Boelter correlation
for convective heat transfer. The initial enthalpies are listed in Appendix 4.3.
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Temperature Change in Passive Residual Heat Rejection System

Equation (6-38) is applied to the fluid in the tube-side volume of the Passive Residual Heat Rejection System, with the
subscriptCMTreplaced byPRHR,and scaled to yield the two causative-process related scaling groups that are similar
to those defined by Eqs. (6-39) and (6-40) for the CMT, the first one representing thethermal capacityof the fluid in
the PRHR

(6-42)

where the difference between the Hot-Leg and mean fluid temperatures is neglected because the difference is less than
1(C after scram.

The second causative-process related scaling group for the PRHR temperature equation scales the effect ofwall heating
during natural circulation

(6-43)

where the wall heating power, is computed for Phase 2 in Appendix 5.2, using the Dittus-Boelter correlation
for convective heat transfer. The initial enthalpies are listed in Appendix 4.3. The scaling groups given by Eqs. (6-42)
and (6-43) for the PRHR have the same interpretations as the scaling groups given by Eqs. (6-40) and (6-41) for the
CMT temperature.

Primary System Temperature Change after Start of Accumulator Injection

The mass flow rate from the Accumulators is needed in the energy balance, Eq. (5-17). It is computed from the
volumetric flux divergence equation, Eq. (5-4), which produces the volumetric flow rate of the Accumulators for
pressures below the specified pressure trip set point for opening the accumulator valves:

(6-44)

where the pressure derivative, is given by Eq. (5-8) and the pressure,p, from the integral of that equation. The first
term accounts for the thermal expansion that the nitrogen gas experiences as it is being heated by the wall; the second
term accounts for the expansion due to depressurization. The mean liquid temperature in the primary system decreases
as cold water from the Accumulators mixes with the coolant in the Direct Vessel Injection (DVI) Lines. Thus, after
scaling Eq. (5-17) one obtains for Phase 2, with PRHR cooling being dominant, the energy conservation equation for
the liquid in the primary system, scaled according to the causative-process related method (see Section 4.4.5.1)
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(6-45)

Notice that� in Eq. (6-27), and defined in Eq. (5-18), is now replaced for Eq. (6-45) byT

(6-46)

and that the mechanical compliance defined by Eq. (5-9) must now include the term proportional to the gas volume
V . Equation (6-45) has one causative-process related scaling group in addition to those defined by Eqs. (6-32)N2

through (6-37). The additional scaling group characterizes the effects from Accumulator injection on the temperature
of the subcooled liquid in the primary system and is defined by

(6-47)

and represents the ratio of heating and thermal convection power from the Accumulator over the PRHR cooling power.

6.1.3.2 Fractional Scaling of Energy Equation

Thefractionalscaling of the energy conservation equation is explained in detail in Section 4.4.5.2. It is of the form
of Eq. (4-3). When scaled by the fractional scaling method, the energy conservation equation has the advantage of
displayingdirectlyfor every transfer of energy across the boundary of the primary system control volume the fraction
that the corresponding transfer contributes to the time rate of change of the primary-system liquid temperature. The
fractional form of the scaled energy equation is obtained by dividing the causative-process related, scaled energy
equation, Eq. (6-27), by the scaling group of the system’s thermal compliance,� . The result isTC
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(6-48)

and shows that every causative process related scaling group in Eq. (6-27), i.e., the scaling groups defined in Eqs. (6-
29) through (6-31) need to be divided by� , as defined by Eq. (6-28).TC

For Eq. 6-48 the effect of thebreak flowis represented by the scaling group

(6-49)

It is the fraction of thermal energy change in the liquid that is caused by mechanical work discharged through the
break.

In Eq. (6-48), the scaling group forsubcooled liquid temperature change due to mechanical energy addition to the
liquid by the recirculation pumps is

(6-50))

and represents the fraction of thermal energy change in the liquid that is caused by mechanical work supplied by the
Reactor Coolant Pumps (RCP).
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In Eq. (6-48), the fractional scaling group forsubcooled liquid temperature change due to wall heat transfer to or from
the liquidis

(6-51)

and represents the fraction of thermal energy change in the liquid that is caused by wall heat transfer experienced by
the subcooled liquid.

In Eq. (6-48), the scaling group forsubcooled liquid temperature change due to heating or cooling the two-phase
mixtureis

(6-52)

This is the fraction of thermal energy change in the liquid that is caused by phase change due to wall heat transfer to
or from the two-phase region in the system volumeV.

In Eq. (6-48), the fractional scaling group forsubcooled liquid temperature change due to CMT circulationis

(6-53)

This is the fraction of total thermal energy change in the liquid that is caused by CMT circulation.

In Eq. (6-48), the scaling group forsubcooled liquid temperature change due to PRHR circulationis

(6-54)

This is the fraction of total thermal energy change in the liquid that is caused by PRHR circulation.

In Eq. (6-48), the fractional scaling group forsubcooled liquid temperature change due to heat transfer to the nitrogen
gas in the Accumulatorsis

(6-55)
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and represents the fraction of total thermal energy change in the liquid that is caused by coolant injection from the
Accumulators.

Corresponding�-Groups in Eqs. (6-45) and (6-48) have the same subscripts, except that the subscripts of the
fractional �-Groups in Eq. (6-48) have the prefix instead ofT. Equation (6-48) applies to all phases. However,
the volumetric mechanical compliance,$ , and the thermal expansion,� , must be evaluated for each phase,V      T, ACC

without any non-participating subvolume. Notice that all fractional scaling groups of Eq. (6-48) are proportional to
the reference time, and the reference time, therefore, does not affect the ranking of the terms in that equation.

6.1.4 Flow Rates, Inertia and Impedance

In this section are derived, defined, and interpreted the scaling metrics (scaled arrays)S, S , andS which characterize
ÿ  G   �

thedistributionsof inertia, gravity, and flow resistance (impedance) in the system and the global scaling groups, or
�-Groups, which characterize therelative importanceof inertia, gravity, and flow resistance. The concept of the
scaling metricsS, S , andS , and of the global�-Groups of the momentum balances have been introduced in Section

ÿ  G   �

4.4.6 for a simple two-loop system with single-phase flow. Here, we scale the momentum balances for general two-
phase flow in the AP600 system.

The set of loop momentum balances is derived in Section 5.4.2 and given by Eq. (5-49). The equation accounts for
the inertia, gravity, pump, and flow resistance forces, and also for the change in momentum flux. The scaling of
momentum flux changes by using the Zuber and Subcool Numbers is described by Wulff [17] but omitted here on
account of Assumption (W-vii) explained in Section 5.2. The elements of the inertia, gravity, pump, and flow
resistance vectors are normalized with the reference values of the main loop, and the inertia and impedance matrices
are normalized so that the scaled and time-dependent gravity force element,G*, the scaled and time-dependentj

element,� *, of the impedance matrix, the scaled and time-dependent element of the directed kinetic energy vector,jk

E *, and the scaled and time-dependent element of the inertia matrix,ÿ *, in the scaled form of the momentumj            ji

equation, Eq. (5-49), are of order unity.

6.1.4.1 Forced Circulation

For the Phase 1 with forced circulation, the pumping by the Reactor Coolant Pumps is the causative and driving
process, and the scaled momentum balances are given by

(6-56)

where repeated indices imply summation. The products in the subscripted brackets of Eqs. (6-56) and (6-57) imply
element-by-element multiplication. All the scaledvariablesof the vector equation, namely the scaled and time-
dependent loop momentum vector element,M *, the scaled and time-dependent gravity force element,G*, the scaledj         j

and time-dependent element,� *, of the impedance matrix, the scaled and time-dependent element of the directedjk

kinetic energy vector,E*, and the scaled and time-dependent element of the inertia matrix,ÿ *, are defined byj            ji
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(6-57)

(6-58)

(6-59)

(6-60)

(6-61)

Here, and are the unit vectors of, respectively, the gravitational force and the positive flow direction,z* = z/L ,j
and! * is the mixture density normalized by the reference mixture density as listed in Appendices A.4.3.2, A.4.4.2,m

A.4.5.2, and A.4.6.2. The non-zero scaled elements� *, E*, and ÿ * are initially equal to 1. The nondimensionaljk  j   ji

Inertia Metric, S is defined by its elements
ÿ

(no summation in numerator) (6-62)

and displays thedistribution of relative inertiain the integrated hydraulic system. It is computed from the inertia
matrix presented in Figures 5.1 through 5.7.- stands for initial or nominal volumetric flow rate. Subscriptsj and0

ref denote, respectively, thej and main or reference loops. The initial inertiaI is evaluated with initial conditionsth
0

and theL/A ratios in Appendix 1.4 according to Eq. (5-24). The elements of the nondimensionalGravitational Metric,
S are defined byG

(6-63)

whereûH , � , andûT denote, respectively, the elevation difference of the thermal center, the isobaric thermalGR  T   GR

expansion coefficient, and the driving temperature difference, all at the initial time, and with subscriptsj andref for
the j and reference loops, respectively. The nondimensionalGravitational Metric, S , is a vector that gives theth

G

relative distribution of gravitational forcesin the integrated system. The nondimensionalImpedance Metrichas the
elements

(6-64)
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and representsrelative distribution of flow resistance forcesin the integrated system. Equation (6-64) is evaluated
from the matrices given in Tables 5.8 through 5.14.Wstands for mass flow rate, the resistance coefficients are defined
by Eq. (5-41), subscript 0 denotes initial value, and subscriptref shows association with the reference or main loop.

S, S , andS are the two-, one-, and two-dimensional arrays, respectively, that characterize the distribution of inertia,
ÿ  G   �

gravity, and flow resistance (impedance) in a most compact form. The arrays apply to forced and natural circulation
modes.

The elements of theInertia Metric, S , are governed by the aspect ratios, i.e., thegeometry, of the connecting pipes
ÿ

in the system (see Appendix 1.4 for aspect ratios).

(1) Each row of theS-matrix is associated with a loop, each column with the primary flow rate of a loop.ÿ

(2) The diagonalS-elements show the relative magnitude of theloop inertiaassociated with the loop of the row,
ÿ

if the flows are defined so as to be positive in the positive sense around the loop, and if none of the primary
flows is a plenum branch exit flow.

(3) The magnitude of the off-diagonalS-elements are a measure of thecross-coupling between the loops by
ÿ

inertia.

(4) The element-by-element multiplication of theS andÿ* matrices provide the time-dependent normalized
ÿ

inertia matrix with all the properties described in Items (1) through (3).

(5) The sum of theS-elements in the row of the reference loop add up to one, as a consequence of the scaling (Eq.ÿ

(6-62)).

(6) The Inertia Metric reveals how quickly the flow re-adjusts to changes in flow conditions: the larger theS-ÿ
elements of a row are, the slower responds the fluid in the loop associated with that row, and relative to the
responses in other loops.

The elements of theGravitational Metric, S , are governed by the elevation differencesof the thermal centersin, i.e.,G

thegeometryof, the system (see Appendix 1.5 for elevation differences).

(1) Each row of theS column vector is associated with a loop.G

(2) The magnitude of eachS -element in a row of the column vector shows the importance of gravity effects inG

the loop associated with that row, relative to the gravity effects in the main or reference loop.

(3) The element-by-element multiplication of theS and G* vectors provide the time-dependent normalizedG

gravity vector with all the properties described in Items (1) through (3).

The elements ofthe Impedance Metric, S , are governed by form losses, i.e., thegeometry, of primarily the
�

connecting pipesin the system (see Appendix 1.7 for flow resistance factors).

(1) Each row of theS-matrix is associated with a loop, each column with the directed kinetic energy in a segment�

of the loop. The firstN columns are associated with the kinetic energy of the primary flows, the remainingL

columns with those of the secondary flows which are expressed in terms of the primary flows (see Eq. (5-42)).

(2) The magnitude of theS -elements in a row show thedistribution of flow impedancesin the loop associated�

with the row.

(3) RepeatedS-elements in a column indicatecross-coupling by impedance between the loopsthat are associated�

with the rows containing the repeatedS -elements.�
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(4) The element-by-element multiplication of theS and�* matrices provide the time-dependent normalized
�

impedance matrix with all the properties described in Items (1) through (3).

(5) The sum of theS -elements in the row of the reference loop add up to one, as a consequence of the scaling�

(Eq. (6-64)).

(6) The Impedance Metric determines the flow distribution in the system, particularly as the steady state is being
approached.

Thescaling arrays S, S , andS in Eq. (6-56) characterize thedistributionof inertia, gravity, and flow resistance
ÿ  G   �

(impedance). Thescaling groups, or�-Groups, in Eq. (6-56), on the other hand, characterize the relation between
global forcesof inertia, gravity, and flow resistance. The ratio of inertia over Reactor Coolant Pump (RCP) forces
yields the causative process related scaling group ofsystem inertia(or dynamic capacitance)for forced circulation

(6-65)

Since thepumpingof the Reactor Coolant Pumps is the causative and dominant phenomenon,� = 1. The retardingPP

phenomenon is the friction and scaled by the�-Group ofsystem impedance, of flow resistance, i.e., the ratio of
frictional pressure drop over pumping pressure rise

(6-66)

which is, under steady-state conditions, also of order of unity. The causative process related�-Group ofsystem gravity
in Eq. (6-56) for forced circulation is defined, for the case of density change due to thermal expansion or contraction
by heating or cooling of single-phase fluid, by

(6-67)

which is the ratio of gravitational over pumping forces.

6.1.4.2 Natural Circulation

For Phases 2, 3, 4, and 5, gravity drives and dominates the flow. The pumping term is zero and deleted. All terms
are compared with the gravity term of the reference loop representing the causative phenomenon, and the causative
process related scaling of the momentum balances, Eqs. (5-49) gives, for natural circulation

(6-68)

where repeated indices imply summation, and the products in subscripted brackets imply element by element
multiplication. The scaledvariablesof Eq. (6-68), namely the scaled and time-dependent loop momentum vector
element,M*, the scaled and time-dependent gravity force element,G*, the scaled and time-dependent element,� *,j         j       jk

of the impedance matrix, the scaled and time-dependent element of the directed kinetic energy vector,E*, and thej
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scaled and time-dependent element of the inertia matrix,ÿ *, all are identical to those defined by Eqs. (6-57) throughji

(6-61) for forced convection.

Thescaling arrays S, S , andS in Eq. (6-68) for natural circulation are also identical to those defined by Eqs. (6-62),ÿ  G   �

(6-63), and (6-64) for forced convection. They characterize thedistributionof inertia, gravity, and flow resistance
(impedance).

Thecausative process related scaling groups, or �-Groups, in Eq. (6-68) characterize the relation betweenglobal
forcesof inertia, gravity, and flow resistance. The ratio of inertia over gravity forces yields the scaling group ofsystem
inertia for natural circulation

(6-69)

where the symbols have the same meaning as for Eqs. (6-62) and (6-63), and where the reference temperature
difference is either known directly from initial conditions or computed from the reference heating or cooling power
by

(6-70)

The ratio of flow resistance (impedance) over gravity forces yields the scaling group ofsystem impedance for natural
circulation

(6-71)

6.2 Evaluation of Scaling Groups, Ranking and Scale Distortions

This section presents the results of the numerical evaluation of the�-Groups that were derived and defined in Section
6.1. The numerical evaluation of the�-Groups was carried out with the specified geometric parameters listed in
Appendix 1, the specified initial conditions listed in Appendices 4.1 through 4.6 for Phases 1 through 5, and with the
computed reference parameters described in Section 5.5 and evaluated in Appendix 5 of the proprietary database that
was transmitted separately to the NRC.

The numerical values of the�-Groups are arranged in a matrix of�-Groups that is similar to the one introduced by
Wulff [17]. This report has a matrix (or a table) of�-Groups for each conservation equation and each phase. Each
table is explained and interpreted in the section of its presentation, with references to the general interpretations of
causative process related and of fractional scaling groups given in Section 4.4.5, and to the identification of relevant
processes, as well as of important scale distortions presented in Sections 4.5 and 4.6.

There are two types of matrices presented each for depressurization (mass and energy balances), inventory change
(phasic mass balance), and temperature change (phasic energy balance), as it was explained in Section 4.4.5, to give
the results from two useful methods of scaling the conservation equations. One method leads to the causative process
related scaling groups, as represented in Eq. (4-2), the other to thefractionalscaling groups as in Eq. (4-3).
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The first two columns of the�-Group tables present the physical definitions and the symbols of the�-Groups, as
introduced either in Section 6.1, or just prior to the table presentation. Thethird columnof either type of matrix of�-
Groups shows the numerical values of the�-Groups for theAP600 nuclear power plant. Each third-column entry in
the matrix ofcausative process related scaling groupsshows the fraction or multiple that the respective process effect
has on the AP600, relative to the effect from the causative process. Each third-column entry in the matrix offractional
scaling groupsshows the extent to which the process associated with the row of the matrix rotates the slope of the time
plot, thereby affecting the rate of change, as shown in Figure 4.3.

As explained in Section 4.5, thevertical scanof the third column reveals, from the magnitude of its entries,which
phenomena and processes are importantfor the AP600. The rows in the�-Group matrix are ordered such that the
AP600 entries in a column end up in the order of decreasing values, with the maximum value at the top. The criteria
of relevance adopted for this report were defined in Section 4.5: all phenomena and processes are consideredimportant
if the associated�-Group is greater than 1/10 of the largest�-Group in the equation represented by the table. The
values of important�-Groups are printed in , those of top priority in . Thevertical scansof
the fourth, fifth, and sixth columns reveal, also from the magnitude of their entries, which phenomena and processes
are important for their respective facilities, namely APEX, ROSA, and SPES, but this matter is not pursued in this
report because the focus is on AP600.

Thefourth, fifth, and sixth columnsshow the numerical values of the�-Groups for the AP600-related test facilities
APEX, ROSA, and SPES. As explained in Section 4.6, thehorizontal scanof any row with important phenomena
reveals, by comparison of its entries,which facility is similar or scale-distorted for the important phenomenon or
processassociated with the row. Section 4.6 introduced the working definition for scale-distorted: a phenomenon or
process is taken to be distorted in a test facility, relative to the same phenomenon or process in the AP600 if the ratio
of test facility over AP600�-Groups is less than ½ or greater than 2. All�-Groups indicating important scale
distortions are printed in .

6.2.1 Phase 1, Initial Depressurization

This section presents the results of the numerical evaluation of the�-Groups for the initial depressurization phase.
See Table 3.1 on Page 3-2 which shows that this phase lasts from the instant at which the break occurs, until the S-
Signal is tripped. Presented are the scaling groups for depressurization, system inventory depletion, system
temperature change, and flow rates. Flow rate scaling is the same for Subphases 1.1 and 1.2.

No results are presented for the APEX facility, since APEX of Oregon State University did not simulate this phase.

The reference time for this phase is the time it takes to empty the Pressurizer (PRZ), because a low PRZ level can trip
the S-Signal. The time is computed according to Eq. (5-50) from

(6-72)

as the quotient of the specified initial liquid volume in the pressurizer over the computed initial break flow. The
specified initial liquid volume is listed in the Volume Section of Appendix 1.1. The break flow is computed from the
specified break area (specified in Appendix 1.2) and the critical mass flux according to Bestion [22] from Eq. (5-57),
with the upstream equilibrium quality beingx = (h - h)/h . The results for the critical mass flux, critical mass flowe  0  f fg

rate and critical volumetric flow rate are found in Appendix 4.1. The confirmation of the break mass flow rate is given
in Table 5.15.
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6.2.1.1 Phase 1.1, Before Scram

6.2.1.1.1 Depressurization Before Scram

Table 6.1 presents the numerical values of thecausative process related�-Groups. They are obtained from the
depressurization equation, Eq. (6-1), applied to the control volume shown in Figure 5.2 forSubphase 1.1(see Figure
3.1 and Section 3.3.1 for the definition of Subphase 1.1). Thecausative process related�-Groups show the
significance of phenomena (system elasticity or system pressure response to volume changes) and processes (external
heating and cooling) relative to the causative and dominant process of fluid discharge through the break.

By the methods and criteria described in Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page
6-22, it is found that (1) the break flow is the dominant process, system elasticity (or mechanical compliance) and
phase change are important; and (2)there are no significant scale distortionsof depressurization during Subphase
1.1. APEX does not simulate this subphase.

Each�-Group is interpreted in Section 6.1, next to the defining equation as indicated in the first column of Table 6.1.
The second column shows the�-Group symbol, the third through sixth columns list the numerical values of the�-
Groups, and the last column is provided for comments explaining distortions, if any. This table format is retained for
all tables of�-Groups in this report.

All geometric parameters appearing in the�-Group definitions, Eqs. (6-2) through (6-5) are found in Appendix 1.
The initial conditions and initial thermophysical properties are found in Appendix 4.1. The initial system compliance
and computed reference parameters appearing in the�-Group definitions were computed through EXCEL and are
listed in Appendix 5.1.

The net initial cooling power applied to the subvolume occupied by single-phase fluid, (see Figure 5.1), is the
difference between the specified Steam Generator cooling power, minus the core heating power. The difference is
equal to the initial pumping power of the Reactor Coolant Pumps. The reference volumetric flow rate,- , is the initial0

break flow rate, and the thermophysical properties� , !,c , v , andh are evaluated at initial conditions. The netT  p  fh   fg

initial heating power applied to the subvolume occupied by two-phase mixture, , (see Figure 5.1) is the specified
full heating power of the Pressurizer, that is turned on to compensate for the loss of pressure.

Table 6.2presents the numerical values of thefractional�-Groups. They are obtained from thedepressurization
equation, Eq. (6-7), applied to the same control volume as for Table 6.1 above. Thefractional�-Groups show the
impact that processes (external heating and cooling) have on the time-rate of pressure change. As concluded from the
causative process related�-Groups by the methods and criteria described in Sections 4.5 and 4.6, and summarized
at the beginning of Section 6.2 on Page 6-22, it is found that (1) the break flow causes the greatest fractional change
of pressure, the flow and phase change are important; and (2)there are no significant scale distortionsof
depressurization during Subphase 1.1. APEX does not simulate this subphase.

Eachcolumnentry in Table 6.2 showshowmuchthe tangent of the pressure vs. time curve in Figure 4.3 is rotated from
the horizontal by the phenomenon associated with the row of the entry and, consequently,how importantthat
phenomenon is during the respective phase. The rotation is downward for those terms in Eq. (6-7) whose signed
product of scaled state variable and scaled property function is negative; for a positive product the tangent is turned
upward. The larger the entry, the stronger is the effect on the slope of the depressurization equation.
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Table 6.1 Causative Process Related�-Groups for Depressurization During Subphase 1.1

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Break Flow(reference) - 1 1

Elasticity or Mechanical
Compliance,(Eq. (6-2))

- 0.63 0.89

Phase Change (PRZ)
(Eq. (6-5))

- 0.12 0.15

Thermal Exp. by Pumping
(Eq. (6-3))

0.04 - 3·10 0.04-4

Thermal Exp. by Heating
(Eq. (6-4)) 0.04 - 3·10 0.04-4

Differences between the entries in arowof Table 6.2 would imply differences in the system response, i.e., the fractional
change in pressure, due to the phenomenon associated with that row and, consequently, the strength ofscale distortion
for that phenomenon. None of the relevant phenomena ( font) meet the criterion of distortion presented in
Section 4.7.

Table 6.2 Fractional�-Groups for Depressurization During Subphase 1.1

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Break Flow(Eq. (6-13)) - 1.59 1.12

Phase Change (PRZ)(Eq. (6-
11))

- 0.19 0.17

Thermal Exp. by Pumping
(Eq. (6-9))

0.07 - 4·10 0.04-4

Thermal Exp. by Heating
(Eq. (6-10)) 0.07 - 4·10 0.04-4

6.2.1.1.2 Inventory Before Scram

Liquid inventory change is modeled as the compliment of vapor volume change. The model is presented in Section
5.4.1.3, the scaled inventory equation, Eq. (6-14), is scaled by thecausative processrelated scaling method and shown
in Section 6.1.2.1. The scaling groups are defined in Eqs. (6-3), (6-4), (6-15), and (6-16). Equation (6-14) is applied
to the two-phase mixture in the Pressurizer and for Subphase 1.1 (defined in Figure 3.1 and Section 3.3.1).
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Table 6.3below presents the numerical values of thecausative process related�-Groups. Thecausative process
related�-Groups show the significance of phenomena (system volumetric compliance) and processes (external heating
and cooling) relative to the process of fluid discharge through the break. By the methods and criteria described in
Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page 6-22, it is found that (1) the causative
break flow is the dominant process, volumetric capacity (or volumetric compliance) and break flow make the draining
a transient; and (2)there are no significant scale distortionsof inventory depletion during Subphase 1.1 in ROSA
and SPES. APEX does not simulate this subphase.

Table 6.3 is read as Table 6.1. The table desription is found on Page 6-24. All geometric parameters appearing in the
�-Group definitions, Eqs. (6-3), (6-4), (6-15) and (6-16) are found in Appendix 1. The initial conditions and initial
thermophysical properties are found in Appendix 4.1. The initial system compliance and computed reference
parameters appearing in the�-Group definitions were computed through EXCEL and are listed in Appendix 5.1.

Table 6.3 Causative Process Related�-Groups for Loss of Inventory During Subphase 1.1

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Volumetric Compliance
(Eq. (6-15)) - 1.82 1.84

Break Flow(reference)
same as in Table 6.1 - 1 1

Phase Change (PRZ)
(Eq. (6-16))

6·10 - 3·10 3·10-4 -2 -2

Thermal Exp. by Pumping
(Eq. (6-3),same as in Table 6.1)

0.04 - 3·10 0.04-4

Thermal Exp. by Heating
(Eq. (6-4),same as in Table 6.1)

0.04 - 3·10 0.04-4

As for the depressurization during Subphase 1.1 presented in Section 6.2.1.1, the net initial cooling power applied to
the subvolume occupied by single-phase fluid, (see Figure 5.1), is the difference between the specified Steam
Generator cooling power, minus the core heating power. The reference volumetric flow rate,- , is the initial break0

flow rate, and the thermophysical properties� , !, c , v , andh are evaluated at initial conditions of Subphase 1.1.T   p  fg   fg

The net initial heating power applied to the subvolume occupied by two-phase mixture, , (see Figure 5.1) is the
specified full heating power of the Pressurizer.

Table 6.4 presents the numerical values of thefractional �-Groups. They are obtained from thevapor mass
conservation equation, Eq. (6.17), applied to the control volume of the two-phase mixture in the Pressurizer, for
Subphase 1.1(see Figure 3.1 and Section 3.3.1 for the definition of Subphase 1.1). Eachcolumnentry in Table 6.4
shows the fractional contribution to thevapor inventory change by the phenomenon associated with the row of the
entry and, consequently,how importantthat phenomenon is during the respective phase. Thefractional�-Groups
show that (1) break flow has the greatest impact and external heating and cooling have only insignificant effects; and
(2) there areno significant scale distortionsobserved from thefractional�-Groups for inventory change during
Subphase 1.1. APEX does not simulate this subphase.
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Table 6.4 Fractional�-Groups for Loss of Inventory During Subphase 1.1

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Break Flow(reference)
(Eq. (6-21)) - 0.55 0.54

Thermal Exp. by Pumping
(Eq. (6-20)) 0.03 - 2·10 0.02-4

Thermal Exp. by Heating
(Eq. (6-18))

0.03 - 3·10 0.04-4

Phase Change (PRZ)
(Eq. (6-19))

5·10 - 0.03 0.03-4

6.2.1.1.3 System Temperature Before Scram

The temperature change of the liquid in the primary system is modeled in Section 5.4.1.4 on the basis of energy
conservation applied to the control volume of the single-phase liquid in the primary system, and for Subphase 1.1 (see
Figure 3.1 and Section 3.3.1 for the definition of Subphase 1.1). The scaled temperature equation for change
dominated by break flow, Eq. (6-22), is shown in Section 6.1.3.1. The reference temperature difference

(6-73)

for Phase 1 equals the difference between the initial primary-side mean temperature and the saturation temperature
corresponding to the initial pressure on the Steam Generator secondary side.

Table 6.5 below presents the numerical values of thecausative process related�-Groups for liquid temperature
response. Thecausative process related�-Groups show the significance of four phenomena (system thermal
compliance) and processes (external heating and cooling) relative to the process of fluid energy discharge through the
break. Table 6.5 is read in the same way as Table 6.1 and as explained on Page 6-24.

By the methods and criteria described in Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page
6-22, it is found that (1) net cooling imbalance and mechanical pumping power are the dominant processes for primary
system temperature change, break flow is the causative process and phase change effect is still of first-order
significance; (2) the primary system temperature responds slowly because of its large heat capacity (or thermal
compliance); and (3)there are three significant scale distortions, two in ROSA and one in SPES, affecting the
change of subcooled liquid temperature during Subphase 1.1. The impact of the scale distortions is assessed on the
basis of Table 6.6 below. The�-Groups in Table 6.5 which reflect scale distortions beyond the {½, 2} limits
established in Section 4.6 are printed in and explained in the comments column of the table. APEX does not
simulate Subphase 1.1.

All geometric parameters appearing in the�-Group definitions, Eqs. (6-23) and (6-26) are found in Appendix 1. The
initial conditions and thermophysical properties are found in Appendix 4.1. The initial system thermal compliance
and computed reference parameters appearing in the�-Group definitions were computed through EXCEL and are
listed in Appendix 5.1.
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Table 6.5 Causative process related�-Groups for
Change of Subcooled Liquid Temperature During Subphase 1.1

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Thermal Compliance of Sub
cooled Liquid(Eq. (6-23)) - 24.2

SPES: Relative low
thermal response

function�T

Heating of Single-Phase Liquid
(Eq. (6-24)) - 1.62 Low SG Cooling in

ROSA; only 16% of
full-power is

rejected.Thermal Effect of Pumping on
Liquid Temperature(Eq. (6-
25))

- 1.62

Break Flow(reference) - 1 1

Phase Change (PRZ) Effect on
Liquid Temperature(Eq. (6-26))

- 0.20 0.46

Table 6.6 presents the numerical values of thefractional �-Groups for liquid temperature response. They are
obtained, for Subphase 1.1 (see Figure 3.1 and Section 3.3.1 for the definition of Subphase 1.1), from the fractional
of the scaledliquid energy balance, Eq. (6-48), for the single-phase liquid in the primary system. Thefractional�-
Groups show the impact that processes (external heating and cooling, break flow, etc.) have on the time-rate of liquid
temperature change.

Eachcolumnentry in Table 6.6 showshow muchthe tangent of thetemperature of the liquidvs. time curve in Figure
4.3 is rotated from the horizontal by the phenomenon associated with the row of the entry and, consequently,how
importantthat phenomenon is to liquid temperature change during the respective phase. The larger the table entry
in a column, the stronger is the effect on the rate of change of the liquid temperature and the more important is it to
scale the associated process well. Differences between the entries in arowof Table 6.6 imply differences in the system
response due to the phenomenon associated with that row and, consequently, the strength ofscale distortionfor that
phenomenon on liquid coolant temperature change. Important processes are high-lighted in, top priority
processes in , and important scale distortions in .

By the methods and criteria described in Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on
`Page 6-22, it is found from thefractional scaling groupsthat (1) all fractional scaling groups are consistently small
and indicate a slow, or a small fractional, liquid subcooling temperature change; net cooling, break flow, and pumping
power are the leading transfer processes for the small temperature change, phase change due to depressurization during
Subphase 1.1 has the smallest effect on liquid temperature change; and (2)two and oneof the leading transfer
processes arenonconservativelydistorted in ROSA and SPES, respectively, but the distortion is small because the
expected fractional subcooling temperature change in AP600 is small. APEX does not simulate Subphase 1.1.
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Table 6.6 Fractional�-Groups for Change of Subcooled Liquid Temperature During Subphase 1.1

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Heating of Single-Phase Liquid
(Eq. (6-51)) - 3.1e-2 Low SG Cooling in

ROSA; only 16% of
full-power is re-

jected.Thermal Effect of Pumping
(Eq. (6-48)) - 3.1e-2

Break FlowEffect on Liquid
Temperature (Eq. (6-49)) - 4.1e-2

SPES: Relative low
thermal response

function�T

Phase Change (PRZ) Effect on
Liquid Temperature(Eq. (6-52))

- 8.3e-3 8.8e-3

6.2.1.1.4 Flow Rates, Inertia, and Impedance for Phase 1

The dynamic interaction between system components takes place in the connecting pipes and is modeled with the
system momentum balance. The system momentum balance is the vector equation, Eq. (5-49), that is derived in
Section 5.4.2 as the set of loop momentum balances which provide, via the loop momenta,M , the volumetric flowj

rates,- , according tom

the linear algebraic equations, Eqs. (5-36). The scaling of Eq. (5-49) leads to the scaled momentum balance for forced
circulation in Phase 1, Eq. (6-56). The�-Groups of that equation are defined in Eqs. (6-65) through (6-67) and scale
theglobal system response. The transient splits and distribution of flows among the components are scaled by the
three metrics, orscaling arrays S, S , andS in Eq. (6-56) characterizing, respectively, thedistributionof inertia,ÿ  G   �

gravity, and flow resistance (impedance).S, S , andS are conceptually intoduced in Section 4.4.6 and defined in Eqs.
ÿ  G   �

(6-62), (6-63), and (6-64).

The specified core flow and the initial pressure rise in the Reactor Coolant Pumps are the reference parameters needed
to evaluate Eqs. (6-62) through (6-67); symmetry is used to determine the reference flows in the two and four loops,
respectively, of ROSA and of AP600 and SPES. The reference values are listed in Appendix 5.1.

Table 6.7presents the numerical values of the causative process related�-Groups of dynamic component interaction
and shows that pumping from Reactor Coolant Pumps is the causative process and balances the system flow resistance
(impedance); pumping and impedance are the only important transport phenomena. The extremely small inertia
scaling group (representing dynamical capacitance) indicates small inertia forces and rapid flow adjustments in AP600
and evenmuch more rapidadjustment in ROSA and SPES. By the criteria described in Sections 4.5 and 4.6, and
summarized at the beginning of Section 6.2 on Page 6-22, it is found from the causative process related scaling groups
that the inertia forces are insignifcant and there are no significant scale distortions of global forces during Subphase
1.1. APEX does not simulate this subphase.

Table 6.8 By dividing the�-Groups in the first three rows of Table 6.7, i.e., the scaling groups for pump, impedance,
and gravity effects, through the�-Groups for inertia shown in the last row of Table 6.7, one finds thefractional�-
Groups shown in Table 6.8. As a result of the small inertia�-Groups in Table 6.7, one obtains very large�-Groups
reflecting very large rates of flow change (accelerations).
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Table 6.8 shows that the flow rates in the system adjusts very quickly to any changes in RCP pressure rise or to
impedance change, such as changes in valve settings. Table 6.8 shows also that thedynamic response in the test
facilities is distorted by three and four orders of magnitude, respectively in ROSA and SPES. The global distortion
is conservativebecause the faster response decelerates the flow faster and leads sooner to the loss of subcooling
temperature.

Table 6.7 Causative Process Related�-Groups of Dynamic Interaction Between Components During Phase 1

Definition of�-Group CommentsSymbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

RCP Pumping (reference) - 1 1

System Impedance (Eq. (6-66)) - 0.96 1.00

System Gravity (Eq. (6-67)) 0.02 - 0.07 0.02

System Inertia (Eq. (6-65)) 0.002 - 2·10 3·10-6 -7

Table 6.8 Fractional�-Groups of Dynamic Interaction Between Components During Phase 1

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

RCP Pumping - low inertia in ROSA
and SPES

System Impedance (Eq. (6-66)) - low inertia in ROSA
and SPES

System Gravity (Eq. (6-67)) 9.1 - low inertia in ROSA
and SPES

The Inertia Metric , S, is defined in Eq. (6-62) and obtained by applying that definition to the entries of Tables 5.2ÿ

through 5.5. As explained in section 6.1.4.1, the diagonalS-elements (bold numbers) show the relative magnitudeÿ

of theloop inertiaassociated with the loop of the row. See Section 6.1.4.1. for the interpretation of the Inertia Metric.
The Inertia Metric reveals how quickly the flow re-adjusts in a loop segment to changes in flow conditions (pressure,
or setting of valves, etc. and conditions in parallel loops, such as the occurrence of a break): the larger theS-elementsÿ

of a row are, the slower responds the fluid in the loop associated with that row, and relative to the responses in other
loops.

Tables 6.9 through 6.12show that SPES has 20% stronger cross coupling between the loops of the same plant side
( ) than AP600, ROSA and SPES have twice the cross-coupling between loops of the opposite side
( ). The inertia distribution of APEX matches the distribution of AP600. The facilities’ systems
response is so fast, however, that theS distortions during Phase 1 will not affect minimum core coolant inventory and

ÿ

subcooling temperature.
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Table 6.9 Inertia Metric for Four-Loop Operation: AP600
under Normal Conditions and Phase 1, Initial Depressurization (-)

Loop  Flow Rate leaving from

on Side through SG Exit of Loop SG Exit of Loop SG Exit of Loop SG Exit of LoopB1 B2 A1 A2

B 0.575Cold Leg 1

B 0.575Cold Leg 2

A 0.575Cold Leg 1

A 0.575Cold Leg 2

Table 6.10 Inertia Metric for Four-Loop Operation: APEX
under Normal Conditions and Phase 1, Initial Depressurization (-)

Loop  Flow Rate leaving from

on Side through SG Exit of Loop SG Exit of Loop SG Exit of Loop SG Exit of LoopB1 B2 A1 A2

B 0.580Cold Leg 1

B 0.580Cold Leg 2

A 0.580Cold Leg 1

A 0.580Cold Leg 2

Table 6.11 Inertia Metric for Four-Loop Operation: SPES
under Normal Conditions and Phase 1, Initial Depressurization (-)

Loop  Flow Rate leaving from

on Side through SG Exit of Loop SG Exit of Loop SG Exit of Loop SG Exit of LoopB1 B2 A1 A2

B 0.452Cold Leg 1

B 0.452Cold Leg 2

A 0.452Cold Leg 1

A 0.452Cold Leg 2
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Table 6.12 Inertia Metric for Two-Loop Operation of ROSA
under Normal Conditions and Phase 1, Initial Depressurization.

Loop  Flow Rate leaving from

on Side through SG Exit of Loop SG Exit of LoopB A

B 0.924
Cold Leg

B

A 0.924
Cold Leg

A

The Gravity Metric , S , defined by Eq. (6-31) has, for Phase 1, all elements equal to 1 because at the start of PhaseG

1 all loops are symmetric with regard to heating in the Core and cooling in the Steam Generators.

The Impedance Metric, S , is defined in Eq. (6-64) and obtained by applying that definition to the entries of Tables
�

5.9 through 5.12. Tables (6.13) through (6.16) present the numerical values of the impedance metric (scaled
impedance matrix) for AP600, APEX, ROSA, and SPES, respectively.

As explained in Section 6.1.4.1, theS -elements in a row determine thedistribution of flow impedancesin the loop
�

associated with that row, and, therefore, the flow distribution particularly as the steady state is being approached.
RepeatedS -elements in a column indicatecross-coupling by impedance between the loopsthat are associated with�

the rows containing the repeatedS-elements. However, the the forst two columns in Tables (6.13) through (6.16) have
�

the same values because of loop symmetry. entries in Tables 6.14 and 6.16 indicate scale distortions of impedance
distribution in APEX and ROSA, respectively (elements differ from corresponding elements in the APEX table, Table
6.13, by more than the factor of 2). Notice that theS -elements in the row of every loop add up to one, as a�

consequence of the scaling according to Eq. (6-64) and of the symmetry among the four loops.

Table 6.13 Impedance Metric for Four-Loop Operation of AP600, Phase 1.

Loop Scaled Resistance Coefficients of Loop
Sections between Branch Points:

on Side through Exit of
RPV to

SG 1 - 5

SG Exit to Interior of
RPV RPV

B 0.561 0.026 0.413Cold Leg
1

B 0.561 0.026 0.413Cold Leg
2

A 0.561 0.026 0.413Cold Leg
1

A 0.561 0.026 0.413Cold Leg
2
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Table 6.14 Impedance Metric for Four-Loop Operation of APEX, Phase 1.

Loop Scaled Resistance CoefficientsRI /RRS
6HFWLRQV EHWZHHQ %UDQFK 3RLQWV�

on Side through
RPV to Exit SG Exit to Interior of
of SG 1 - 5 RPV RPV

B 0.567 0.262Cold Leg
1

B 0.567 0.262Cold Leg
2

A 0.567 0.262Cold Leg
1

A 0.567 0.262Cold Leg
2

Table 6.15 Impedance Metric for Four-Loop Operation of SPES, Phase 1.

Loop Loop Sections between Branch
Scaled Resistance Coefficients of

Points:

on Side through Exit of SG
RPV to

1 - 5

SG Exit to Interior of
RPV RPV

B Cold Leg
1 0.653 0.040 0.306

B &ROG /HJ

�
0.653 0.040 0.306

A &ROG /HJ

�
0.653 0.040 0.306

A &ROG /HJ

�
0.653 0.040 0.306

The Impedance Metric for the two-loop system of ROSA was developed by the same method as those for AP600,
APEX, and SPES, but from the entries of Table 5.12.

It was pointed out in Section 5.4.2.4 that the element-by-element comparison of the unscaled impedance matrices in
Tables 5.9 through 5.12 for AP600, APEX, ROSA, and SPES shows order of magnitude differences. These differences
do not necessarily reflect scale distortions. Instead, what is important are the� -Groups in Table 6.7 and theRS

Impedance Metrics in Tables 6.13 through 6.16. It is neither necessary nor sufficient to match ratios of resistance
coefficients locally, prototype over test facility.

Table 6.7 shows that there is noglobal impedance distortion in ROSA and SPES, but there islocal impedance
distortion in ROSA because there is relatively twice as much impedance in the reactor vessel of ROSA as in AP600,
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which encourages the coolant in ROSA to bypass the vessel. The distortion of impedance in ROSA is conservative
because it may decrease the coolant inventory and subcooling temperature in later phases.

Table 6.16 Impedance Metric for Two-Loop Operation of ROSA, Phase 1.

Loop
Scaled Resistance Coefficients of
Loop Sections between Branch

Points:

on Side through Entrance to Interior of RPV
Hot-Leg

Cold-Leg Exit

B Cold Leg 0.074

A Cold Leg 0.074

6.2.1.2 Phase 1.2, After Scram

Subphase 1.2 begins with the scram signal and ends with the S-Signal. The subphase is characterized by sudden net
cooling due to reactor scram while the Steam Generators are still at full-power cooling. The coolant shrinking occurs
in addition to break discharge, and depressurization accelerates. The turbines are tripped but the reactor coolant pumps
are running.

6.2.1.2.1 Depressurization After Scram

Table 6.17presents the numerical values of thecausative process related�-Groups for depressurization during
Subphase 1.2. They are obtained from the scaleddepressurization equation, Eq. (6-1), applied to the control volume
shown in Figure 5.2 for Phase 1 (both subphases; see Figure 3.1 and Section 3.3.1 for the definition of Subphase 1.2).
Thecausative process related�-Groups show the significance of phenomena (system elasticity or system pressure
response to volume changes) and processes (external heating and cooling) relative to the process of fluid discharge
through the break.

Table 6.17 is read as explained on Page 6-24: each�-Group is interpreted in Section 6.1 next to the equation that
defines it, and the defining equation is indicated in the first column of Table 6.17. The second column shows the�-
Group symbol used in the scaled equation, the third through sixth columns list the numerical values of the�-Groups,
and the last column is provided for comments explaining distortions, if any.

By the methods and criteria described in Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page
6-22, it is found that (1) the cooling in the Steam Generator is the dominant process (at least at the beginning of the
subphase), the break flow is taken as the causative process, system elasticity (or mechanical compliance) is important;
and (2)there is one significant scale distortionsof depressurization during Subphase 1.2. in ROSA, because its
starting power is only 16 % of the scaled-down value corresponding to its system volume. The distortion in ROSA
is conservative. APEX does not simulate this subphase.

All geometric parameters appearing in the�-Group definitions, Eqs. (6-2) through (6-5) are found in Appendix 1.
The initial conditions and initial thermophysical properties are found in Appendix 4.2. The initial system mechanical
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compliance and computed reference parameters appearing in the�-Group definitions were computed through EXCEL
and are listed in Appendix 5.1.

The net initial cooling power applied to the subvolume occupied by single-phase fluid, (see Figure 5.1), is the
specified Steam Generator nominal cooling power. The reference volumetric flow rate,- , is the initial break flow0

rate, and the thermophysical properties� , !, c , v , andh are evaluated at initial conditions of Subphase 1.1. TheT   p  fg   fg

net initial heating power applied to the subvolume occupied by two-phase mixture, , (see Figure 5.1) is the
specified full heating power of the Pressurizer, that is still turned on to compensate for the loss of pressure.

Table 6.17 Causative Process Related�-Groups for Depressurization During Subphase 1.2

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Thermal Contr. by Cooling
(Eq. (6-4))

- 12.3 Reduced SG cooling
in ROSA

Break Flow(reference) - 1 1

Mechanical Compliance
(Eq. (6-2))

- 0.83 1.15

Phase Change (PRZ)
(Eq. (6-5))

0.20 - 0.14 0.18

Thermal Exp. by Pumping
(Eq. (6-3))

0.04 - 3·10 0.04-4

Table 6.18presents the numerical values of thefractional�-Groups (see Eq. (6-7)), for depressurization during
Subphase 1.2 (see Figure 3.1 and Section 3.3.1 for the definition of Subphase 1.2). Thefractional�-Groups show the
impact that transfer processes (external heating and cooling) have on the time-rate of pressure change. As concluded
from thecausative process related�-Groups in Table 6.17, there isone significant but conservative scale distortion
observed for ROSA from thefractional�-Groups for Subphase 1.2, whereby “significant” is defined in Section 4.6.
The distortion is conservative because ROSA will discharge ADS-123 flows at higher pressure and lower subcooling
than AP600, due to less cooling in the Steam Generators. APEX does not simulate this subphase.

Eachcolumnentry in Table 6.18 showshow muchthe tangent of the pressure vs. time curve in Figure 4.3 is rotated
from the horizontal by the phenomenon associated with the row of the entry and, consequently,how importantthat
phenomenon is during the respective phase. The net cooling with attendant liquid shrinking dominates the
depressurization. Differences between the entries in arowof Table 6.18 imply differences in the system response due
to the phenomenon associated with that row and, consequently, the strength ofscale distortionfor that phenomenon.
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Table 6.18 Fractional�-Groups for Depressurization During Subphase 1.2

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Thermal Contr. by Cooling
(Eq. (6-10)) - 10.69

Low SG Cooling.
Only 16% of full
power is rejected

Break Flow (Eq. (6-13)) 1.35 - 1.21 0.87

Phase Change (PRZ) (Eq. (6-11)) 0.27 - 0.17 0.15

Thermal Exp. by Pumping
(Eq. (6-9))

0.06 - 3·10 0.03-4

6.2.1.2.2 Inventory After Scram

The change of liquid inventory is modeled as the compliment of vapor volume change. The model is presented in
Section 5.4.1.3, the scaled inventory equation, Eq. (6-14), is shown in Section 6.1.2.1. As for the depressurization
during Subphase 1.2 presented in Section 6.2.1.2.1, the net initial net cooling power applied to the subvolume occupied
by single-phase fluid, (see Figure 5.1), is the specified Steam Generator cooling power. The reference
volumetric flow rate,- , is the initial break flow rate, and the thermophysical properties� , !, c , v , andh are0             T   p  fg   fg

evaluated at initial conditions of Subphase 1.2. The initial heating power supplied to the subvolume occupied by two-
phase mixture, , (see Figure 5.1) is the specified full heating power of the Pressurizer. Initial values are listed
in Appendix 4.2.2 of the accompanying data base.

Table 6.19below presents the numerical values of thecausative process related�-Groups. They are obtained from
thevapor mass conservation equation, Eq. (6-14), scaled by the causative process related method and applied to the
control volume of the two-phase mixture in the system for Subphase 1.2 (see Figure 3.1 and Section 3.3.1 for the
definition of Subphase 1.2). Thecausative process related�-Groups show the significance of phenomena (system
volumetric compliance) and processes (external heating and cooling) relative to the causative process of fluid discharge
through the break.

Table 6.19 is to be read as explained on Page 6-24 for Table 6.1. All geometric parameters appearing in the�-Group
definitions, Eqs. (6-15) and (6-16) are found in Appendix 1. The initial conditions and initial thermophysical
properties are found in Appendix 4.2. The initial system compliance and computed reference parameters appearing
in the�-Group definitions were computed through EXCEL and are listed in Appendix 5.1.

By the methods and criteria described in Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page
6-22, it is found that (1) thermal contraction is (at least initially and temporarily) the dominant process, break flow
and system volumetric capacity (or volumetric compliance) are important; and (2) there isone significant scale
distortion of inventory depletion during Subphase 1.2 observed for ROSA. The same low SG cooling in ROSA that
produced the conservative distortion in system depressurization, produces nonconservative scale distortion by retarding
inventory loss in ROSA. Both distortions cancel. This can be recognized by considering the rate of inventory over
pressure losses. APEX does not simulate this subphase.
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Table 6.19 Causative Process Related�-Groups for Loss of Inventory During Subphase 1.2

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Thermal Contr. by SG Cooling Low Cooling Power
(Eq. (6-4),same as in Table 6.1)

- 12.3 in SG of ROSA

Volumetric Compliance
(Eq. (6-15))

- 1.60 1.62

Break Flow(reference) - 1 1

Thermal Exp. by Pumping
(Eq. (6-3),same as in Table 6.1)

0.03 - 2.0e-4 0.02

Phase Change (PRZ)
(Eq. (6-16))

1.2e-3 - 3.6e-3 2.4e-3

Table 6.20presents the numerical values of thefractional�-Groups for inventory drainage during Subphase 1.2, as
they appear in the scaledvapor mass conservation equation, Eq. (6-17) (see Figure 3.1 and Section 3.3.1 for the
definition of Subphase 1.1). Thefractional�-Groups show the impact that transfer processes (e.g., external heating
and cooling) have on the time-rate of inventory change. Eachcolumnentry in Table 6.20 showshow muchthe tangent
of the normalizedliquid inventory vs. normalized time curve in Figure 4.3 is rotated from the horizontal by the
phenomenon associated with the row of the entry and, consequently,how importantthat phenomenon is during Phase
1.2. Differences between the entries in arowof Table 6.20 implyscale distortionof the phenomenon associated with
that row, for liquid draining.

Table 6.20 Fractional�-Groups for Loss of Inventory During Subphase 1.2

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Thermal Contr. by SG Cooling
(Eq. (6-18))

- 7.62 Low Cooling Power
in SG of ROSA

Break Flow(reference)
(Eq. (6-21))

0.70 - 0.62 0.62

Thermal Exp. by Pumping
(Eq. (6-20))

0.02 - 2·10 0.01-4

Phase Change (PRZ)
(Eq. (6-19))

8·10 - 2·10 2·10-4 -3 -3

By the methods and criteria described in Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page
6-22, it is found from the fractional scaling method that (1) the loss of liquidvolumein AP600 and SPES due to
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thermal shrinking is (at least initially) ten times greater than the loss due to the break flow, and SG cooling dominates;
and (2) as concluded from thecausative process related�-Groups in Table 6.19, there is alsoone significant scale
distortion for ROSA observed from thefractional�-Groups for inventory change during Subphase 1.2. However,
the effect of this distortion in ROSA is canceled by the related distortion of depressurization. APEX does not simulate
this subphase.

6.2.1.2.3 System Temperature After Scram

The temperature change of the liquid in the primary system is modeled in Section 5.4.1.4 on the basis of energy
conservation which is applied to the control volume of the single-phase liquid in the primary system (see Figures 5.2
and 5.5), and for Subphase 1.2 (see Figure 3.1 and Section 3.3.1 for the definition of Subphase 1.2). The scaled
temperature equation for change dominated by heat transfer, Eq. (6-27), is shown in Section 6.1.3.1. The reference
temperature difference,ûT , is taken to be the same as for Subphase 1.1 and given by Eq. (6-73).0

Table 6.21below presents the numerical values of thecausative process related�-Groups for liquid temperature
response during Subphase 1.2. Thecausative process related�-Groups show the significance of phenomena (system
thermal compliance) and processes (break flow, phase change, etc.) relative to the Steam Generator cooling power.

Table 6.21 is read as desrcibed on Page 6-24 for Table 6.1. All geometric parameters appearing in the�-Group
definitions, Eqs. (6-28) through (6-31) for Table 6.21 are found in Appendix 1. The initial conditions and initial
thermophysical properties are found in Appendix 4.2. The initial system compliance and computed reference
parameters appearing in the�-Group definitions were computed through EXCEL and are listed in Appendix 5.1.

Table 6.21 Causative Process Related�-Groups for
Change of Subcooled Liquid Temperature During Subphase 1.2

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Cooling of Single-Phase
Liquid
(reference)

- 1 1

Thermal Compliance of Sub
cooled Liquid(Eq. (6-28)) - 0.09

Low Cooling Power
in SG of ROSA, re-
lative to heat capa-

city.

Thermal Effect of Pumping on
Liquid Temperature(Eq. (6-
30))

3.9·10 - 1.5·10 2.810-3 -4 -3

Break Flow(Eq. (6-29)) 2.3·10 1.4·10 1.8·10-3 -2 -3

Phase Change (PRZ) Effect on
Liquid Temperature(Eq. (6-31))

7.2·10 - 1.1·10 6.9·10-4 -2 -4
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By the methods and criteria described in Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page
6-22, it is found from the causative process-related scaling groups that (1) the Steam Generator cooling is the dominant
process for liquid temperature change, system thermal capacity (or thermal compliance) is small to produce a fast
temperature change; and (2) there isone significant scale distortionsaffecting the change of subcooled liquid
temperature in ROSA during Subphase 1.2: the low starting power of causes the cooling power of the Steam Generators
to be disproportionally small compared to the heat capacity of the liquid. The distortion is conservative, because the
liquid temperature in ROSA remains higher than in AP600. APEX does not simulate Subphase 1.2.
 
Table 6.22presents the numerical values of thefractional�-Groups for liquid temperature response. They are
obtained from theliquid energy balance, Eq. (6-48) scaled by the fractional scaling method (Section 4.4.5.2) for the
single-phase liquid in the primary system, and evaluated for Subphase 1.2 (see Figure 3.1 and Section 3.3.1 for the
definition of Subphase 1.2). Thefractional�-Groups in acolumnof Table 6.22 show the fractional changes that the
external transfer processes have on the total liquid temperature change and, consequently,how importantthat
phenomenon is to liquid temperature change during Subphase 1.2. Differences between the entries in arowof Table
6.22 imply differences in the temperature response due to the phenomenon associated with that row and, consequently,
the strength ofscale distortionfor that phenomenon on liquid coolant temperature. The low starting power of ROSA
distorts the liquid temperature response in ROSA by retarding the temperature drop.

Thefractional �-Groups for AP600 in Table 6-22 show that (1) the imbalance between Steam Generator cooling and
heating by decay heat during Subphase 1.2 has the largest impact on the temperature drop of the liquid; and (2) as
already concluded from thecausative process related�-Groups in Table 6.21, there is onlyone significant scale
distortion observed from thefractional�-Groups in Table 6.22 (red printing) for liquid temperature change in ROSA
during Subphase 1.2. The fractional temperature drop of the liquid in the primary system of ROSA is less than in
AP600. The scaling distortion is conservative, because the liquid temperature in ROSA remains higher than in AP600

Table 6.22 Fractional�-Groups for Change of Subcooled Liquid Temperature During Subphase 1.2

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Cooling of Single-Phase
Liquid
(Eq. (6-51))

- 11.06

Low SG Cooling in
ROSA; only 16% of

full-power is
rejected.

Thermal Effect of Pumping
(Eq. (6-48))

0.065 - 4e-4 0.031

Break FlowEffect on Liquid
Temperature (Eq. (6-49))

0.038 - 0.031 0.020

Phase Change (PRZ) Effect on
Liquid Temperature(Eq. (6-52))

0.012 - 0.026 0.008

In summary, Phase 1 reveals only one scale distortion in ROSA, i.e., its disproportionate initial power. The single
scale distortion affects the rates of depressurization, inventory draining, and coolant temperature drop. The effects on
inventory from the first two appear to cancel, while the last one is conservative with respect to liquid subcooling
temperature.
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6.2.2 Phase 2, Natural Circulation and Passive Decay Heat Removal

This section presents the results of the numerical evaluation of the�-Groups for the phase of natural circulation
through the Core Make-up Tanks (CMT) and passive heat removal through the Passive Residual Heat Rejection
(PRHR) system. See Table 3.1 on Page 3-2 which shows that this phase lasts from the instant at which the S-Signal
is tripped at the specified trip set point pressure of 12.8 MPa (128 bar, 1850 psig) [19] until it ends when the collapsed
liquid level in at least one of the CMTs reaches the designer-specified 67%-volume mark, which trips the automatic
depressurization. Presented are the scaling groups for depressurization, system inventory depletion, system
temperature change, and flow rates. The APEX facility of Oregon State University is included in the evaluation for
Phases 2 through 5, since these phases were simulated in APEX. It should be recalled that the AP600 scaling analysis
is evaluated for OSU for the 1-inch Cold-Leg Break Test SB05 (see Section 1.2).

The S-Signal shuts off the Reactor Coolant Pumps; the corresponding term is deleted and� = 0. As shown in FigurePP

3.1, the Steam Generators (SG) act as a heat sink in Subphase 2.1 and as a heat source in Subphase 2.2. Therefore
two�-Groups are evaluated for each facility. The SG-heat transfer is computed with phase change on the primary
side, but with the difference between initial Hot-Leg and secondary-side saturation temperatures as the driving
temperature difference for Subphase 2.1, while for Subphase 2.2 the driving temperature difference was taken as the
difference between the saturation temperature at the cross-over pressure, shown as the intersect of primary (red) and
secondary-side (blue) pressure curves in Figure 3.1, and the saturation temperature at the Accumulator trip set point
pressure.

The cross-over pressure,p, is computed by integrating simultaneously the depressurization equations for the primaryi

and secondary sides, by solving for the time at which the difference,/p, between the primary- and secondary-side
pressures is zero, and by evaluating either pressure for that time. The Steam Generator is closed up, feedwater and
steam lines are closed, and the Steam Generator undergoes isochoric heating at first, then isochoric cooling, with the
pressure passing through a maximum. The integration is carried out with constants of unity approximating the scaled
property functions, the scaled decay heat, and the scaled break flow. The depressurization equations are obtained from
Eq. (6-7), written in fractional form (see Section 4.4.5.2) specifically for the primary and secondary sides:

where (6-76)

(6-74)

(6-75)

The�_Groups in Eq. (6-74) are defined in Section 6.1.1.2. TheSteam Generator depressurizationis scaled by the
product, , of the primary-system reference time, times the secondary-side response frequency.
 

(6-77)
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Equations (6-74) and (6-75) are combined into a single differential equation for the time rate of change of the pressure
difference (p * � p *) = /p*. The integral of that differential equation isps   SG

(6-78)

Equation (6-78) is solved for the timet * that it takes for/p* to become 0. That time is used to find the cross-overi

pressure,p*, from the integral of Eq. (6-75). The absolute time,t , and the cross-over pressure,p , are confirmed byi             i      i

comparison with experimental data in Table 5.15.

The causative and reference process is the dominant PRHR cooling power. It is computed in Appendix 5.2 from the
mass flow rate of natural circulation and the enthalpy difference of the fluids in the Cold Leg and the PRHR at the
initial time of Phase 2. The flow rates of natural circulation for PRHR and CMTs are computed in Appendix 5.2, using
the steady-state momentum balance according to Eq. (5-59).

The reference time for Phase 2 is taken to be the same as for Phase 1 since the reference time does not affect the
ranking of phenomena or the assessment of scale distortion, and since using the same time provides time continuity
for the comparison of estimated reference parameters with data. The numerical value of the reference time for Phase
2 is listed in Appendix 5.2.

The reference pressure difference,ûp , is the difference between the specified trip set point pressure that trips the S-0

Signal and the pressure at which the Accumulator valves open. The Accumulator trip pressure is facility-related and
the nearest specified pressure to the pressure at which the Automatic Depressurization System (ADS) trips and initiates
Phase 3 (APEX tripped ADS very nearly at the Accumulator pressure). The selectedûp assures the scaled pressure0

p* to be of the order of unity. The values ofûp are listed in Appendix 5.2.0

The initial vapor, mixture, and liquid volumes determine the three initial system compliances for pressure, inventory,
and temperature; they are identified in Table 3.1 and shown in Figure 5.3; their values are computed from the volumes
listed in Appendix 1.1, and shown in Appendix 5.2.

The break flow is computed from the specified break area (specified in Appendix 1.2) and the critical mass flux
according to Bestion [22] from Eq. (5-57), with the upstream equilibrium quality beingx = (h - h)/h . The resultse  0  f fg

for the critical mass flux, critical mass flow rate and critical volumetric flow rate are found in Appendix 4.3.

All initial data for Phase 2 are given in Appendix 4.3, Table A.4.3.1 shows the initial operating conditions, Table
A.4.3.2 the thermophysical properties, and the computed reference parameters are found in Appendix 5.2.

6.2.2.1 Depressurization

Primary System Before Accumulator Trip

Table 6.23presents the numerical values of thecausative process related�-Groups of depressurization. They are
obtained from the scaleddepressurization equation, Eq. (6-1), applied to the control volume shown in Figure 5.3 for
Phase 2.1(see Figure 3.1 and Section 3.3.1 for the definition of Phase 2.1). Thecausative process related�-Groups
show the significance of phenomena (system elasticity or system pressure response to volume changes) and transfer
processes (volumetric flow rates caused by external heating and cooling) relative to the process of fluid discharge
through the break.
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The explanation for Table 6.23 is the same as that given on Page 24 for Table 6.1. All geometric parameters appearing
in the�-Group definitions, Eqs. (6-2) through (6-5) and (6-10) through (6-13) for Tables 6.23 and 6.24 are found in
Appendix 1. The initial conditions and initial thermophysical properties are found in Tables A.4.3.1 and A.4.3.2 of
Appendix 4.3. The initial system compliance and computed reference parameters appearing in the�-Group definitions
were computed through EXCEL and are listed in Appendix 5.2.

By the methods and criteria described in Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page
6-22, it is found that (1) phase change in the Steam Generators is the dominant process, thermal expansion of liquid
due to core heating and the causative process of break discharge are equallyimportant, and system elasticity (or
mechanical compliance) is large, indicating slow depressurization; and (2) for depressurization during Phase 2.1, there
arethree significant scale distortions: two in APEX and one in ROSA.

Table 6.23 Causative process related�-Groups for Depressurization During Phase 2.1

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Mechanical Compliance
(Eq. (6-2))

10.84 10.85 8.74

Cooling by SG (Subphase 2.1.1)
(Eq. (6-5)) 14.67 8.02

low pressure in
APEX, v is 4 timesfg

larger

Thermal Exp. by Decay
Heating
(Eq. (6-4))

1.13

low PRHR power
rel. to core power in
ROSA, confirmed by
test, no APEX data.

Break Flow(reference) 1 1 1

Heating by SG (Subphase 2.1.2)
(Eq. (6-5))

0.11 1.25 0.50

UHD Heating of vapor
 (Eq. (6-4))

0.01 0.03 0.16 0.73

Table 6.24presents the numerical values of thefractional�-Groups. They are obtained from the scaled fractional
depressurization equation, Eq. (6-7), applied to the control volume shown in Figure 5.3 for Phase 2. Thefractional
�-Groups in acolumnof Table 6.24 show directly the impact that corresponding processes (external heating and
cooling) have on the time-rate of pressure change (see illustration in Figure 4.3). The larger the entry, the stronger
is the effect on the slope of the depressurization curve. Differences between the entries in arowof Table 6.24 show
scale distortionfor the phenomenon associated with the row.

Thefractional�-Groups in Table 6.24 show, as thecausative process related�-Groups in Table 6.23, that (1) SG
cooling, core heating and break flow are of first-order importance, with SG cooling being the dominant-leader process
of depressurization during Phase 2; and (2) there aretwo relevant scale distortions in APEX, over-allconservative,
andone relevant, conservative scale distortion in ROSAwhich affects the small but still first-order effect of thermal
expansion due to core heating. The scale distortions are conservative because they speed up depressurization.
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Table 6.24 Fractional�-Groups for Depressurization During Phase 2.1

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Cooling by SG (Subphase 2.1.1)
(Eq. (6-11)) 1.35 0.92

low pressure in
APEX, v is 4 timesfg

larger

Thermal Exp. by Decay
Heating
(Eq. (6-10))

0.13

low PRHR power
rel. to core power in
ROSA, confirmed by
test, no APEX data.

Break Flow (Eq. (6-13)) 0.09 0.09 0.11

Heating by SG (Subphase 2.1.2)
(Eq. (6-11))

0.07 0.01 0.11 0.06

UHD Heating of vapor
 (Eq. (6-10))

8.5·10 2.4·10 1.5·10 4.8·10-4 -3 -2 -2

Secondary System, Phase 2

The response of the Steam Generators (SG) after isolation is scaled by the ratio of system over SG response times, i.e.,
the single -Group defined by Eq. (6-77) for the fractional scaled depressurization equation, Eq. (6-75). The
evaluation of is given in Table 6.25 below.

Table 6.25 Fractional�-Groups for Depressurization of Secondary Side During Phase 2

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Steam Generator Depressuriza-
tion, secondary side, Eq. (6-77) 0.27 0.25

low-pressurev infg

APEX increases
volume change 4
times

The heat capacities of the Steam Generators,M c , in Eq. (6-77) is computed from the structural mass listed inp

Appendix 3 and the specific heat in Table A.4.3.2 of Appendix 4. The convective heat transfer coefficient for the
Steam Generators,h , is computed in Appendix 5.2 from the initial power, the wall surface area, and the initialcnv

difference of hot-leg and secondary-side saturation temperatures.

Table 6.25shows thatAPEX has SG depressurization distorteddue to its low-pressure operation: the specific
volume change of phase change outweighs the enthalpy change of phase change. The APEX steam generator
secondary side depressurizes slower relative to the primary side. The secondary side maintains saturation temperature
longer, allowing for more energy transfer to the primary side. The distortion is, therefore, considered to be
conservative.
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Primary System After Accumulator Trip

The scaling groups in Tables 6.23 and 6.24 have been re-evaluated for Phase 2.2 in which the Accumulator are
communicating with the primary system. This means that the total system elasticity (or mechanical compliance)
defined by Eq. (5-9) must now include the nitrogen gas volume. The liquid flow rate from the Accumulators is
computed from the volume integral of Eq. (5-4), with the depressurization rate, known from Eq. (5-8). The
computation is shown in the Phase 2 section of Appendix 5.2.

Tables 6.26 and 6.27show the results of the re-evaluation of the scaling groups in Tables 6.23 and 6.24, but now for
Phase 2.2. The ranking of phenomena is unchanged by the Accumulator trip. The mechanical compliance of the
AP600 is increased by 34 % due to the added elasticity of the nitrogen gas. The heat transfer from the Accumulator
tank to the gas is unimportant for the pressure history of the primary system. Thescale distortionsremain also
unaffected, except that the previous decay heat discrepancy of ROSA is now just above the adopted threshold of
distortion.

Table 6.26 Causative Process Related�-Groups for
Depressurization During Phase 2.2, After Accumulator Trip

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Mechanical Compliance
(Eq. (6-2))

13.60 14.31 11.68

Heating by SG(Subphase 2.1.1)
(Eq. (6-5)) 4.08 1.64

low pressure in
APEX, v is 4 timesfg

larger

Thermal Exp. by Decay
Heating
(Eq. (6-4))

0.70 1.11

low PRHR power
rel. to core power in
ROSA, confirmed by
test, no APEX data.

Break Flow(reference) 1 1 1

Accumulator Heat Transfer to
Nitrogen Gas(Eq. (6-6))

0.02 0.02 2.1·10 0.03-3

UHD Heating of vapor
 (Eq. (6-4)) 0.01 0.06

Large UHD wall
heat capacity in

ROSA and SPES
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Table 6.27 Fractional�-Groups for Depressurization During Phase 2.2, After Accumulator Trip

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Cooling by SG(Subphase 2.1.1)
(Eq. (6-11)) 0.28 0.14

low pressure in
APEX, v is 4 timesfg

larger

Thermal Exp. by Decay
Heating
(Eq. (6-10))

0.10

low PRHR power
rel. to core power in
ROSA, confirmed by
test, no APEX data.

Break Flow (Eq. (6-13)) 0.07 0.07 0.09

Heating of Nitrogen by Accu-
mulator Shell(Eq. (6-12))

2.0·10 1.5·10 1.5·10 2.9·10-3 -3 -4 -3

UHD Heating of vapor
 (Eq. (6-10)) 1.2·10 4.1·10 2.1·10-3 -3 -2

Large UHD wall
heat capacity in

SPES

6.2.2.2 Inventory Change During Phase 2

Liquid inventory changes in the primary system and in the Core Make-up Tank are modeled as the compliment of
vapor volume change, in the same manner as for Phase 1.

Primary System Inventory, Before Accumulator Trip, Phase 2.1

Table 6.28below presents the numerical values of thecausative process related�-Groups which scale liquid inventory
change in the primary system during Subphase 2.1. The model for primary system inventory is presented in Section
5.4.1.3. Section 6.1.2.1 presents the scaled inventory equation, Eq. (6-14), as obtained by the causative process related
scaling method. Equation (6-14) applies to the control volume of the two-phase mixture in the primary system and
contains thecausative process related�-Groups for Phase 2.1 (see Figure 3.1 and Section 3.3.1 for the definition of
Phase 2.1). Thecausative process related�-Groups are defined by Eqs. (6-4), (6-15) and (6-16) and show the
significance of phenomena (system volumetric compliance) and processes (external heating and cooling) relative to
the process of fluid discharge through the break.

To read Table 6.28, recall the description on Page 24 for Table 6.1: each�-Group is interpreted in Section 6.1 in the
text next to the equation that defines it, and the defining equation is indicated in the first column of Table 6.28. The
second column shows the�-Group symbol as in Eq. (6-14), the third through sixth columns list the numerical values
of the�-Groups, first for the AP600 and then for the three related facilities APEX, ROSA, and SPES, and the last
column is provided for comments explaining distortions, if any. All geometric parameters appearing in the�-Group
definitions, Eqs. (6-4), (6-15) and (6-16) are found in Appendix 1. The initial conditions and initial thermophysical
properties are found in Appendix 4.1. The initial system compliance and computed reference parameters appearing
in the�-Group definitions were computed through EXCEL and are listed in Appendix 5.2 of the separate data base
document for this report.
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The net initial cooling power applied to the subvolume occupied by single-phase fluid, (see Figure 5.1), is the
absolute value of the difference between the combined cooling power of CMT and PRHR (computed in Appendix 5.2),
minus the core heating power (specified decay heat, see Appendix 4.3). The reference volumetric flow rate,- , is the0

initial break flow rate at the beginning of Phase 2, and the thermophysical properties� , !,c , v , andh are evaluatedT  p  fh   fg

at initial conditions of Phase 2. The net initial heating power applied to the subvolume occupied by two-phase mixture,
, (see Figure 5.1) is the cooling power of condensation in the Steam Generator (see Appendix 5.2).

By the methods and criteria described in Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page
6-22, it is found that (1) thermal expansion and phase change are of the same order of importance as the causative
process of break flow, thermal expansion is the dominant process; and (2) there isone significant scale distortionof
inventory depletion in the primary systemof APEX during Phase 2.1: the relative low PRHR cooling retards inventory
discharge in APEX less than in AP600. The distortion in APEX is, therefore, conservative.

Table 6.28 Causative Process Related�-Groups for
Loss of Inventory During Phase 2.1, Before Accumulator Trip

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Volumetric Compliance
 (Eq. (6-15))

4.06 5.82 4.91

Thermal Exp. by Net Heating
in Core/PRHR(Eq. (6-4))

0.74 1.13 low PRHR power in
APEX and ROSA.

Break Flow(reference) 1 1 1

Phase Change (PRZ, CMT,
and SG)(Eq. (6-16))

0.36 0.73 0.65

Table 6.29 presents the numerical values of thefractional �-Groups. They are obtained from thevapor mass
conservation equation, Eq. (6-17), applied to the control volume of the two-phase mixture in primary system as
defined in Table 3.1 for Subphase 2.1 (see Figure 3.1 and Section 3.3.1 for the definition of Subphase 2.1). The
fractional�-Groups show the impact that processes (external heating and cooling) have on the time-rate of liquid
inventory change.

Eachcolumnentry in Table 6.29 showshow muchthe tangent of thevaporinventory vs. time curve in Figure 4.3 is
rotated from the horizontal by the phenomenon associated with the row of the entry and, consequently,how important
that phenomenon is during Subphase 2.1. The larger the entry, the stronger is the effect on the rate of change of the
liquid inventory. Break flow, net heating and cooling in core, CMT, PRHR, and SG of subcooled liquid and two-phase
mixture are equally important (of the same order of magnitude).

Differences between the entries in arowof Table 6.29 imply differences in the system response due to the phenomenon
associated with that row and, consequently, the strength ofscale distortionfor that phenomenon on liquid draining.
The fractional scaling leads to the same conclusion as the causative process related scaling: there isone significant
scale distortionof inventory depletion in the primary systemof APEX during Phase 2.1 because the relative low
PRHR cooling retards inventory discharge in APEX less than in AP600. The distortion in APEX is, therefore,
conservative.
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Table 6.29 Fractional�-Groups for Loss of Inventory During Subphase 2.1, Before Accumulator Trip

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Thermal Exp. by Net Heating
in Core, PRHR;(Eq. (6-18))

0.13 0.23

Rel. to core power,
PRHR power in

APEX and ROSA
are low; computed
PRHR power is

confirmed for ROSA
and SPES, no data

for APEX.

Break Flow(Eq. (6-21)) 0.25 0.17 0.20

Phase Change (PRZ, CMT,
and SG )(Eq. (6-19))

0.09 0.12 0.13

Core Make-up Tank Inventory, Before Accumulator Trip, Phase 2.1

The loss of liquid inventory in the Core Make-up Tank (CMT), after disruption of liquid circulation in the pressure
balance line, is modeled as the gain of vapor volume according to Eq. (5-10), with the time rate of pressure change
given by Eq. (5-8) and the mass flow rate of the liquid leaving the CMT computed from the volumetric flow rate given
by Eq. (5-55). Based on the definition given in Section 4.4.5.1, the inventory equation scaled by the causative process
related method is

(6-79)

where$ is defined by Eq. (5-9), where the compressibility function of CMT is given byV

(6-80)

and where the five causative process related scaling groups are (1) thevolumetric compliance of the CMT, or the ratio
of the CMT draining over the system response times
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(6-81)

(2) the scaling group forphase change in the
CMT, or the ratio of the rate of volume change due to phase change in the CMT over the rate of volume displaced by
draining

(6-82)

and the last three scaling groups associated with the phenomena affecting the vapor formation in the CMT indirectly
via flashing during depressurization, i.e., (3) the scaling group for theeffect on the CMT draining from flashing due
to net cooling of the primary-side single-phase liquid, or the ratio of the CMT reference time (draining time) over the
CMT liquid volume response time to thermal expansion or contraction of the liquid in the primary system, i.e.,

(6-83)

(4) the scaling group for theeffect on the CMT draining from flashing due to net phase change in the primary system,
or the ratio of the CMT reference time over the CMT liquid volume response time to evaporation or condensation on
the primary side of the Steam Generators, i.e.,

(6-84)

and (5) the scaling group for theeffect on the CMT draining from flashing due to volume displacement through the
break, or the ratio of the CMT reference time over the CMT liquid volume response time to break flow, i.e.,

(6-85)

Table 6.30lists thecausative process related�-Groups defined by Eqs. (6-81) through (6-85). The fluid properties
for the CMT which occur in Eqs. (6-80) through (6-85) are evaluated with the initial void fraction (. ) = 0.CMT 0

Reference parameters for the primary system which occur in Eqs. (6-81) through (6-84) are the same as for the scaling
of the Phase 2 depressurization, as discussed in Section 6.2.2.1 and shown in Appendix 5.2. The CMT heat transfer
rate, in Eq. (6-82) equals the conduction-limited, accumulated heat transferred from the (thermally thick)
CMT walls divided by the system reference time

(6-86)

with A taken as the wall area being exposed to steam during Phase 2 and with the initial temperature difference,w, CMT

ûT , taken as the difference between specified initial CMT wall temperature and initial saturation temperature of the0

primary system at the beginning of Phase 2. The reference CMT flow rate is computed from the volumetric flow rate
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according to Eq. (5-59). All geometric parameters appearing in the�-Group definitions, Eqs. (6-81) through (6-84)
are found in Appendix 1. The initial conditions and initial thermophysical properties are found in Appendix 4.3. The
initial system compliance and computed reference parameters appearing in the�-Group definitions were computed
through EXCEL and are listed in Appendix 5.2.

To read Table 6.30, recall from the explanation for Table 6.1 on Page 6-24 that each�-Group is interpreted in the text
next to the equation that defines it, and the defining equation is indicated in the first column of Table 6.30. The second
column shows the�-Group symbol as in Eq. (6-79), the third through sixth columns list the numerical values of the
�-Groups for the AP600 and the three related facilities APEX, ROSA, and SPES, and the last column is provided for
comments explaining distortions, if any.

By the methods and criteria described in Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page
6-22, it is found that (1) phase change in the Steam Generator dominates the rate of CMT draining; and (2)there are
two significant scale distortionsaffecting CMT incentory change in APEX during Subphase 2.1. Condensation in
the Steam Generators causes faster CMT drainage in APEX than in AP600. The distortion in APEX is therefore
conservative.

Table 6.30 Causative process related�-Groups for CMT Draining During Subphase 2.1

Definition of�-Group Comments
Symbol of �-

Group

�-Groups for

AP600 APEX ROSA SPES

CMT Volumetric Compliance
(Eq. (6-81))

6.59 6.44 4.80

SG Phase change effect on
CMT drainage (Eq. (6-84)) 5.19 2.54

low-pressure in
APEX, largevfg

increases volume
change by factor 4.

CMT Circulation (reference) 1 1 1

CMT Phase Change(Eq. (6-
82)) 0.16 0.57 0.28

Break flow effect on CMT
drainage (Eq. (6-85)) 0.16 0.15

larger draining flow
in APEX due to
lower CMT-loop

impedance

Primary-side heating effect on
CMT drainage (Eq. (6-83)) 0.07 0.01 0.18 0.10

Table 6.31presents the numerical values of thefractional�-Groups for CMT drainage during Subphase 2.1 (see
Figure 3.1 and Section 3.3.1 for the definition of Subphase 2.1). Thefractional�-Groups are introduced in Section
4.4.5.2. For CMT drainage during Phase 2.1, they are obtained by dividing the causative process related�-Groups
given in Eqs. (6-82) through (6-85) by the CMT volumetric compliance�-Group given in Eq. (6-81). The CMT
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inventory equation scaled by thefractional scaling methodis derived by dividing Eq. (6-79) by the CMT volumetric
compliance�-Group given in Eq. (6-81). The result is

(6-87)

where the fivefractionalscaling groups are (1) the�-Groupof CMT circulation(vapor inflow), or the ratio of system
response over CMT draining times

(6-88)

(2) the scaling group forphase change in the CMT, or the ratio of system reference time over the time it takes to fill
the CMT volume by condensation in the CMT, i.e.,

(6-89)

(3) the scaling group for theeffect on the CMT draining from flashing due to net cooling of the primary-side single-
phase liquid, or the ratio of the system reference time over the CMT liquid volume response time to thermal expansion
or contraction of the liquid in the primary system

(6-90)

(4) the scaling group for theeffect on the CMT draining from flashing due to net phase change in the primary system,
or the ratio of the system reference time over the CMT liquid volume response time to evaporation or condensation
at the primary side of the Steam Generators

(6-91)

and (5) the scaling group for theeffect on the CMT draining from flashing due to volume displacement through the
break, or the ratio of the system reference time over the CMT liquid volume response time to break flow

(6-92)
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The association of�-Groups with processes is the same in Eqs. (6-79) and (6-87); the subscriptV in Eq. (6-79) is
replaced by in Eq. (6-87).

As explained in Section 4.4.5.2, thefractional�-Groups show directly the impact that processes (external heating and
cooling, draining) have on the time-rate of CMT liquid inventory change. Eachcolumnentry in Table 6.31 shows
howmuchthe tangent of the vapor volume fraction vs. time curve in Figure 4.3 is rotated from the horizontal by the
phenomenon associated with the row of the entry and, consequently,how importantthat phenomenon is during the
respective phase.

As concluded above from thecausative process related�-Groups by the methods and criteria described in Sections
4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page 6-22, it is found that (1) the condensation in the
Steam generators causes the greatest fractional change of CMT liquid inventory; and (2)there are two significant
scale distortionsof CMT liquid inventory change in APEX during Subphase 2.1 (significant” is defined in Section
4.6). The explanation for the distortion is given in the last column of Table 6.31. The most important distortion is
due to low-pressure operation in APEX, but conservative with regard to CMT inventory. The less important distortion
is also caused by low-pressure operation and is nonconservative because the CMT liquid volume change in APEX is
less than in AP600. However, the overall distortion of CMT inventory change in APEX is conservative because the
conservative distortion of SG phase change effects more than compensates for the nonconservative distortion of CMT
phase change.

Table 6.31 Fractional�-Groups for CMT Draining During Subphase 2.1

Definition of�-Group Comments
Symbol of �-

Group

�-Groups for

AP600 APEX ROSA SPES

SG Phase change effect on
CMT drainage (Eq. (6-91)) 0.81 0.53

low-pressure in
APEX, largevfg

increases volume
change by factor 4.

CMT Circulation (Eq. (6-88)) 0.15 0.16 0.21

CMT Phase Change(Eq. (6-
89)) 0.09 0.06

low-pressure in
APEX, largehfg

decreases volume
change.

Break flow effect on CMT
drainage (Eq. (6-92)) 0.03 2e-3 0.02 0.03

Primary-side heating effect on
CMT drainage (Eq. (6-90)) 0.02 5e-3 0.03 0.02

Primary System Inventory, After Accumulator Trip, Subphase 2.2

Subphase 2.2 begins with the Accumulator trip at the primary system pressure of 48.2 bar. Opening of the
Accumulator valves adds the volumes of the compressible nitrogen cover gas in the Accumulators to the system volume
and alters thereby the system compliance. The model for primary system inventory change is presented in Section
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5.4.1.3, the inventory equation, Eq. (6-14), obtained by thecausative process relatedscaling method is shown in
Section 6.1.2.1. Thecausative process related�-Groups are obtained from thevapor mass conservation equation,
Eq. (6-14), which is scaled by the causative process related method and applies to the control volume of the two-phase
mixture in the primary system (see Figure 3.1 and Section 3.3.1 for the definition of Phase 2.2).

Table 6.32below presents the numerical values of thecausative process related�-Groups which scale liquid inventory
change in the primary system during Subphase 2.2. Table 6.32 is read according to the explanation for Table 6.1 on
Page 6-24. All geometric parameters appearing in the�-Group definitions, Eqs. (6-4) through (6-6), (6-15) and (6-
16) are found in Appendix 1. The initial conditions and initial thermophysical properties are found in Appendix 4.1.
The initial system compliance and computed reference parameters appearing in the�-Group definitions were
computed through EXCEL and are listed in Appendix 5.2. Reference parameters other than the initial system
compliance are taken to be the same as for Subphase 2.1. The net initial cooling power applied to the subvolume
occupied by single-phase fluid, (see Figure 5.1), is the absolute value of the difference between the combined
cooling power of CMT and PRHR (computed in Appendix 5.2), minus the core heating power (specified decay heat,
see Appendix 4.3). The reference volumetric flow rate,- , is the initial break flow rate at the beginning of Phase 2,0

and the thermophysical properties� , !,c , v , andh are evaluated at initial conditions of Phase 2. The net initialT  p  fh   fg

heating power applied to the subvolume occupied by two-phase mixture, , (see Figure 5.1) is the cooling power
of condensation in the Steam Generator (see Appendix 5.2).

The causative process related�-Groups in Table 6.32 show the significance of phenomena (system volumetric
compliance) and processes (external heating and cooling) relative to the process of fluid discharge through the break.
By the methods and criteria described in Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page
6-22, Table 6.32 shows for Subphase 2.2 that (1) phase change in the Pressurizer, Core Make-up Tanks, and Steam
Generator dominates the rate of primary system inventory draining; and (2)there is one significant scale distortion
in APEX for inventory depletion in the primary system. The liquid volume retention is less in APEX due to the
relatively low PHRH cooling power in APEX. The distortion in APEX is, therefore, conservative.

Table 6.32 Causative Process Related�-Groups for
Loss of Inventory in Primary System During Phase 2.2, After Accumulator Trip

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Volumetric Compliance
 (Eq. (6-15))

4.18 6.03 5.09

Phase Change (PRZ, CMT,
and SG)(Eq. (6-16))

1.09 1.55 1.75

Thermal Exp. by Net Heating
in Core/PRHR(Eq. (6-4))

0.74 1.13 low PRHR power in
APEX and ROSA.

Break Flow(reference) 1 1 1

UHD Heating(Eq. (6-16)) 0.001 0.006 0.019 0.084
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Table 6.33 presents the numerical values of thefractional �-Groups. They are obtained from thevapor mass
conservation equation, Eq. (6-17), applied to the control volume of the two-phase mixture in primary system as
defined in Table 3.1 for Subphase 2.2 (see Figure 3.1 and Section 3.3.1 for the definition of Subphase 2.2). The
fractional�-Groups in Table 6.33 show the fractional impact that processes (external heating and cooling) have on
the time-rate of liquid inventory change in the primary system. Eachcolumnentry in Table 6.33 showshow muchthe
tangent of thevaporinventory vs. time curve in Figure 4.3 is rotated from the horizontal by the phenomenon associated
with the row of the entry and, consequently,how importantthat phenomenon is during Subphase 2.2. Differences
between the entries in arowof Table 6.33 imply differences in the system response due to the phenomenon associated
with that row and, consequently, the strength ofscale distortionfor that phenomenon on liquid draining. See Sections
4.5 and 4.6 for the interpretations of row and column elements in Table 6.33.

As thecausative process related�-Groups in Table 6.32, thefractional�-Groups in Table 6.33 show also that (1)
phase change in the Pressurizer, Core Make-up Tanks, and Steam Generator dominates the rate of primary system
inventory draining, break flow, net heating of subcooled liquid in core and PRHR are equally important (of the same
order of magnitude); and (2)there is one conservative significant scale distortion in APEXfor inventory depletion
in the primary system during Subphase 2.2 (for the definition of “significant distortion” see Section 4.6). The
explanation for the distortion is given in the last column of Table 6.33.

By combining the results presented in Tables 6.29 and 6.33 for primary-system inventory depletion during Phase 2
one reaches the total distortion assessment ofone significant distortion each in APEX, caused by relatively low PRHR
cooling power in APEX (also in ROSA, but not enough to meet the distortion criterion in Section 4.6).

Table 6.33 Fractional�-Groups for Loss of Inventory During Subphase 2.2, After Accumulator Trip

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Phase Change (PRZ, CMT,
and SG )(Eq. (6-19))

0.26 0.26 0.34

Thermal Exp. by Net Heating
in Core, PRHR;(Eq. (6-18))

0.12 0.22

Rel. to core power,
PRHR power in

APEX and ROSA
are low; computed
PRHR power is

confirmed for ROSA
and SPES, no data

for APEX.

Break Flow(Eq. (6-21)) 0.24 0.17 0.20

UHD Heating(Eq. (6-19)) 1.9×10 1.4×10 3.2×10 2.9×10-4 -3 -3 -3
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6.2.2.3 Temperature Changes During Phase 2, Passive Heat Removal

Primary System, Before Accumulator Trip

The temperature change of the liquid in the primary system is modeled in Section 5.4.1.4 on the basis of energy
conservation applied to the control volume of the single-phase liquid in the primary system, and for Phase 2 (see Figure
3.1 and Section 3.3.1 for the definition of Phase 2). The scaled temperature equation for change dominated by PRHR
cooling, Eqs. (6-32) through (6-37), is shown in Section 6.1.3.1. The reference temperature difference is the difference
between the arithmetic mean of Hot-Leg and Cold-Leg temperatures and the initial CMT temperature (temperature
of the containment atmosphere)

(6-93)

Table 6.34below presents the numerical values of thecausative process related�-Groups for liquid temperature
response during Phase 2. Thecausative process related�-Groups show the significance of phenomena (system
thermal compliance) and processes (external heating and cooling, CMT circulation) relative to the process of heat
transfer to the PRHR system. To read Tables 6.34, through 6.36, recall the table description for Table 6.1 on page 6-
24: each�-Group is interpreted in the text next to the equation that defines it, and the defining equation is indicated
in the first column of each table. The second column in Table 6.34 shows the same�-Group symbols as defined in
Eqs. (6-32) through (6-37), the third through sixth columns list the numerical values of the�-Groups for the AP600
and the three related facilities APEX, ROSA, and SPES, and the last column is provided for comments explaining
distortions, where applicable.

Table 6.34 Causative Process Related�-Groups for Change of
System Liquid Temperature During Subphase 2.1

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Thermal Compliance of Liquid
(EQ. (6-32))

� 6.57 7.22TC, 2

Cooling by PRHRCirculation
(reference)

� 1 1 1T, PRHR

Cooling by CMTCirculation on
PRZ side (Eq. (6-37))

� 0.39 0.29 0.38T, CMT;A

Cooling by CMTCirculation on
side of break (Eq. (6-37))

� 0.38 0.28 0.35T, CMT;B

Heating/Cooling of Single-
Phase Liquid(Eq. (6-33))

0.37

Effect of Break Flow(Eq. (6-
36))

� 0.05 0.06 0.06 0.04T, bk,2

SG and UHD Net Heat
Transfer(Eq. (6-35))

0.05 0.004 0.06 0.08
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All geometric parameters appearing in the�-Group definitions, Eqs. (6-32) through (6-37) are found in Appendix 1,
i.e., in the data basedocument delivered separately to the NRC. The initial conditions and initial thermophysical
properties are found also there in Appendix 4.3. The initial thermal compliance of the liquid and computed reference
parameters appearing in the�-Group definitions were computed through EXCEL and are listed in Appendix 5.2.

By the methods and criteria described in Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page
6-22, it is seen from Table 6.34 that (1) the temperature change is nearly quasi-steady and PRHR cooling is the most
important process affecting the change of primary system temperature; and (2) there arethree significant scale
distortions, two in APEX and one in ROSA, affecting the change of subcooled liquid temperature during Phase 2.
�-Groups in Table 6.34 which reflect scale distortions beyond the {½, 2} limits established in Section 4.6 are printed
in . The distortions are discussed in detail later, on the basis of the fractional scaling groups in Table 6.37.

Core Make-up Tank, Before Accumulator Trip

The temperature change of the liquid in the Core Make-up Tank is modeled in Section 5.4.1.4 on the basis of energy
conservation, Eq. (6-38) applied to the control volume of the single-phase liquid in the CMT, and for Phase 2 (see
Figure 3.1 and Section 3.3.1 for the definition of Phase 2). The scaled equation for CMT temperature change is Eq.
(6-39). The scaling groups are defined by Eqs. (6-40) and (6-41), shown in Section 6.1.3.1. The reference temperature
difference is the same as for the primary system, see Eq. (6-93).

Table 6.35below presents the numerical values of thecausative process related�-Groups for liquid temperature
response in the CMT during Phase 2. As pointed out above, thecausative process related�-Groups show the
significance of phenomena (system thermal compliance) and processes (external heating and cooling) relative to the
process of convective heat transfer to the CMTs due to CMT circulation. Table 6.35 is to be interpreted as the previous
�-tables. The second column shows the same�-Group symbols as defined in Eqs. (6-40) and (6-41), the third
through sixth columns list the numerical values of the�-Groups for the AP600 and the three related facilities APEX,
ROSA, and SPES, and the last column is provided for applicable comments on distortions.

Table 6.35 Causative Process Related�-Groups for CMT Cooling During Subphase 2.1

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Thermal Compliance of CMT
Liquid (Eq. (6-40))

� 3.16 2.23TC, CMT

Factor of 1.6 due to
lower CMT flow in
APEX relative to
break flow(high

CMT-loop
impedance);

 factor of 1.5 due to
lower temperature
diff. T - Tps  CMT

CMT Circulation Flow
(reference)

� 1 1 1TW, CMT

CMT Wall Heat Transfer(Eq.
(6-41))

0.02 0.01 0.06 0.02
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It is seen from Table 6.35, by the methods and criteria described in Sections 4.6 and 4.7, that the causative process of
CMT circulation is also the dominant process, and thatthere is one significant scale distortion in APEX. The
thermal compliance affecting the rate of change of liquid temperature in the CMT of APEX during Phase 2 is too large;
the distortion is nonconservative.

Passive Residual Heat Rejection System, Before Accumulator Trip

The temperature change of the liquid on the tube side of the Passive Residual Heat Rejection System (PRHR) is also
modeled in Section 6.1.3.1. The scaling groups are defined by Eqs. (6-42) and (6-43), shown in Section 6.1.3.1 The
reference temperature difference is the same as for the primary system, see Eq. (6-93).

Table 6.36below presents the numerical values of thecausative process related�-Groups for liquid temperature
response in the PRHR during Phase 2. As pointed out above, thecausative process related�-Groups show the
significance of phenomena (system thermal compliance) and processes (external heating and cooling) relative to the
process of convective heat transfer to the PRHR due to PRHR circulation. Table 6.36 is to be interpreted as Table 6.35.
Geometric parameters appearing in the�-Group definitions, Eqs. (6.42) and (6-43), are found in Appendix 1. The
initial conditions and initial thermophysical properties are found in Appendix 4.3. The computed reference parameters
appearing in the�-Group definitions were computed through EXCEL and are listed in Appendix 5.2.

Table 6.36 shows, by the methods and criteria described in Sections 4.5 and 4.6, that the causative process of PRHR
circulation is also the dominant process, and thatthere is no significant scale distortionfor PRHR cooling during
Subphase 2.1 in any of the test facilities.

Table 6.36 Causative Process Related�-Groups for PRHR Cooling During Subphase 2.1

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

PRHR Wall Heat Transfer(Eq.
(6-43))

1.07 1.22 1.17

PRHR Circulation Flow
(reference)

� 1 1 1TW,PRHR

Thermal Compliance of PRHR
Liquid (EQ. (6-42))

� 0.15 0.14 0.06TC, PRHR
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Fractional Scaling of Temperature Response During Subphase 2.1, Before Accumulator Trip

Having completed the causative process related scaling of temperature change during Subphase 2.1, we turn now to
the fractional scaling of the same temperature changes.

Tables 6.37, 6.38, and 6.39present thefractional�-Groups of temperature response in the primary system, the CMTs,
and the PRHR system, respectively, during the Passive Heat Rejection Phase prior to the Accumulator trip, that is, the
fractional�-Groups for Subphase 2.1. The advantage of fractional scaling was introduced in Section 4.4.5.2 as
presenting reference time ratios which measure thefraction to which a specific process is completed during the
reference time of the system. The fractional�-Groups show the impact that processes (external heating and cooling)
have on thetime-rate of temperature change, or, in other words,how muchthe tangent of the temperature vs. time
curve in Figure 4.3 is rotated from the horizontal by the phenomenon associated with the row of the entry in the table
and, consequently,how importantthat phenomenon is during the respective phase.

Included in Table 6.37 is the scaling group for therelease of stored energyfrom the core to the coolant

 
(6-94)

where (Mc) is the heat capacity, with subscriptsfuel, str, andl denoting fuel, structures, and liquid, respectively. The
fuel includes the nuclear uranium oxide or the ceramic of the electrical heaters. The structures include the metal parts
and vessel walls of the lower part of the reactor vessel.

The scaling group is the ratio of the thermal response times

(6-95)

for fuel and structures over that of the fluid, or equivalently, the ratio of the rate of energy release from structures over
the rate of energy release from the coolant. The rates of energy release are estimated on the basis that the time rates
of temperature change in coolant and structures are the same. The symbols andA are the mean convective heatw

transfer coefficient and heat transferring wall area.

Tables 6.37, 6.38, and 6.39 and the methods and criteria presented in Sections 4.5 and 4.6 are the basis for assessing
importance of processes and scale distortion for the passive heat rejection Subphase 2.1, prior to the Accumulator
discharge trip. For the thermal response of the liquid in the primary side, in the CMTs, and in the PRHR system, there
areeight important processes(i.e., processes of first-order magnitude, see Section 4.5), namely five for the primary
system , one for the CMT, and two for the PRHR temperature changes. One of the five for the primary system, i.e.,
the stored energy release, is of first-order priority. Both wall heating and convection by circulation in the PRHR are
of first-order priority.

Table 6.37 showsone important processes scale-distorted each in APEX, ROSA, andSPES. The scale distortions
are related in the last columns of the tables to the high heat capacity of the vessel solid structures in ROSA and SPES,
and to the low-pressure operation and the small PRHR volume in APEX. The high heat capacities in ROSA and SPES
reduce subcooling of the primary system faster than in AP600; the associated scale distortions are, therefore,
conservative. The lesser cooling in APEX is alsoconservative.

Table 6.38 for CMT temperature change indicates one scale distortion in APEX. The lower temperature change in
the CMT implies higher primary-system temperature. The APEX distortion of CMT temperature change is, therefore,
conservative.
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Table 6.37 Fractional�-Groups for
System Liquid Temperature Change During Subphase 2.1(see Eqs. (6-48) and (6-49))

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Stored Energy Release(Eq. (6-
94)) 0.26

Large heat capacity
of vessel internals in

ROSA and SPES

Cooling by PRHRCirculation
(Eq. (6-54))

0.15 0.14

Low PRHR mass
flow rate in APEX

(30 %);
low-pressure

properties (70 %)

Cooling by CMTCirculation on
PRZ side (Eq. (6-53))

0.04 0.04 0.05

Heating/Cooling of Single-
Phase Liquid(Eq. (6-51))

0.11 0.10 0.05

Cooling by CMTCirculation on
side of break (Eq. (6-53))

0.04 0.04 0.05

Effect of Break Flow(Eq. (6-
49))

0.01 0.01 0.01 0.01

SG and UHD Net Heat
Transfer(Eq. (6-52))

0.01 4e-4 0.01 0.01

Table 6.38 Fractional�-Groups for CMT Cooling During Subphase 2.1

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

CMT Circulation Flow
(reciprocal of Eq. (6-40))

0.32 0.45

Low rate of enthalpy
injection in APEX:
factor of 1.6 due to
lower CMT flow;

factor of 1.5 due to
lower temperature
diff. T - Tps CMT

CMT Wall Heat Transfer(Eqs.
(6-41) and (6-40), division of
former by latter)

0.01 0.00 0.02 0.01

Low wall heating
rate in APEX due to
small tank diameter
(same flow velocity

but heat transfer
proportional tod )0.8
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By the criteria adopted in Section 4.6, Table 6.39 shows no scale distortions in any test facility.

Table 6.39 Fractional�-Groups for PRHR Cooling During Subphase 2.1

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

PRHR Wall Heat Transfer(Eq.
(6-43) divided by Eq. (6-42))) 7.16 8.49 19.32

PRHR Circulation Flow
(reciprocal of Eq. (6-42))

� 6.68 6.98 16.47TW,PRHR

Primary System, After Accumulator Trip

The Accumulator trip initiates water injection into the primary system and heat transfer from the Accumulator tanks
to the nitrogen gas as it expands and cools off. The scaled temperature equation for system change dominated by
PRHR cooling after Accumulator trip is given by Eq (6-45). It has, relative to the scaled equation for Subphase 2.1,
the additional scaling group for nitrogen gas heating defined by Eq. (6-47) and the minor modification to the thermal
response function, Eq. (6-46), as shown in Section 6.1.3.1 under “Primary System Temperature Change, after Start
of Accumulator Injection.” The reference temperature difference for Subphase 2.2 is the same as for Subphase 2.1.

Table 6.40below presents the numerical values of thecausative process related�-Groups for liquid temperature
response during Subphase 2.2, i.e., after the Accumulators started to inject liquid into the primary system. The
causative process related�-Groups are those appearing in Eq. (6-45) and show, by their magnitude shown in the third
column of Table 6.40 for AP600, the significance of phenomena (system thermal compliance) and processes (external
heating and cooling, CMT circulation) relative to the process of heat transfer to the PRHR system. Table 6.40 for
Subphase 2.2 shows almost the same results for primary-system temperature change as Table 6.34 for Subphase 2.1.

Table 6.41presents thefractional�-Groups of temperature response in the primary system during the Passive Heat
Rejection Phaseafterthe Accumulator trip, that is, the fractional�-Groups for Subphase 2.2, according to Eq. (6-48).
The advantage of fractional scaling was introduced in Section 4.4.5.2 as presenting reference time ratios which
measure the fraction to which a specific process is completed during the reference time of the system. The fractional
�-Groups show the impact that processes (external heating and cooling) have on thetime-rate of temperature change,
or, in other words,howmuchthe tangent of the temperature vs. time curve in Figure 4.3 is rotated from the horizontal
by the phenomenon associated with the row of the entry in the table and, consequently,how importantthat
phenomenon is during the respective phase.

All geometric parameters appearing in the�-Group definitions, Eqs. Eqs. (6-32) through (6-37) and (6-47) are found
in Appendix 1. The initial conditions and initial thermophysical properties are found in Appendix 4.3. The initial
thermal compliance of the liquid and computed reference parameters appearing in the�-Group definitions were
computed through EXCEL and are listed in Appendix 5.2.

The scaling groups of Subphase 2.1 remain essentially unaltered for Subphase 2.2, i.e., after start of accumulator
injection. Table 6.41 for Subphase 2.2 shows almost the same results for primary-system temperature change as Table
6.37 for Subphase 2.1. Based on the {½, 2} limits established for scale distortion in Section 4.6, there are two
significant scale distortions, both in APEX, affecting the change of subcooled liquid temperature during Subphase 2.2.
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The influence of the heat transfer between Accumulator tank walls and nitrogen on the primary-system liquid
temperature is insignificant. Therefore, what was found before for Subphase 2.1 applies to the entire Phase 2. While
being import for scaling the depressurization, the partitioning of Phase 2 turned out to be unimportant for the thermal
response of the liquid.

Table 6.40 Causative Process Related�-Groups for
System Liquid Temperature Change During Subphase 2.2(Eq. (6-45))

Definition of�-Group CommentsSymbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Thermal Compliance of Liquid
(EQ. (6-32)) � 6.02 6.81TC, 2

Low PRHR power due
to low PRHR flow and
low primary syst. temp.

Cooling by PRHRCirculation
(reference)

� 1 1 1T, PRHR

Cooling by CMTCirculation on
PRZ side (Eq. (6-37))

� 0.39 0.29 0.38T, CMT;A

Cooling by CMTCirculation on
side of break (Eq. (6-37))

� 0.38 0.28 0.35T, CMT;B

Heating/Cooling of Single-
Phase Liquid(Eq. (6-33))

0.64 0.35 Same as above.

Effect of Break Flow(Eq. (6-
36))

� 0.09 0.11 0.10 0.08T, bk,2

SG and UHD Net Heat
Transfer(Eq. (6-35))

0.22 0.22 0.25 0.25

Heating of Nitrogen by
Accumulalator(Eq. (6-47))

� 7.9e-03 1.1e-02 7.8e-04 1.1e-02T, ACC

6.2.2.4 Flow Rates, Inertia and Impedance for Phase 2

It was shown in Section 5.4.2 that the dynamic interaction between system components takes place in the connecting
pipes and that is modeled with the system momentum balance. There were four loops for AP600, APEX, and SPES
modeled and scaled for Phase 1, and and two loops for ROSA. For Phase 2, there are seven loops for AP600, APEX,
and SPES, as can be seen in Figure 5.7. There are five loops for ROSA since in ROSA each Steam Generator has only
one Cold Leg. The system momentum balance is the vector equation, Eq. (5-49), in Section 5.4.2, i.e., the set of loop
momentum balances which provide, via the loop momenta,M , the volumetric flow rates,- , according to the linearj      m

algebraic equations, Eqs. (5-36). The scaling of Eq. (5-49) leads to the scaled momentum balance for natural
circulation in Phase 2, Eq. (6-68). The two�-Groups of that equation are defined in Eqs. (6-69) through (6-71) and
scale theglobal system response. The transient splits and distribution of flows among the components in the seven
loops for AP600, APEX, and SPES, and in the five loops for ROSA are scaled by the three metrics, orscaling arrays
S, S , andS in Eq. (6-56) characterizing, respectively, thedistribution of inertia, gravity, and flow resistance

ÿ  G   �

(impedance).S, S , andS are defined in Eqs. (6-62), (6-63), and (6-64).ÿ  G   �
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Table 6.41 Fractional�-Groups for System Liquid Temperature During Subphase 2.2(see Eq. (6-48))

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Stored Energy Release(Eq. (6-
94)) 0.26

Large heat capacity
of vessel internals in

ROSA and SPES

Cooling by PRHRCirculation
(Eq. (6-54))

0.17 0.15

Low PRHR mass
flow rate in APEX

(30 %);
low-pressure

properties (70 %)

Cooling by CMTCirculation on
PRZ side (Eq. (6-53))

0.04 0.05 0.06

Cooling by CMTCirculation on
side of break (Eq. (6-53))

0.04 0.05 0.05

Heating/Cooling of Single-
Phase Liquid(Eq. (6-51))

0.12 0.11 0.05

Effect of Break Flow(Eq. (6-
49))

0.02 0.01 0.02 0.01

SG and UHD Net Heat
Transfer(Eq. (6-52))

0.05 0.02 0.04 0.04

Heating of Nitrogen by
Accumulalator(Eq. (6-55))

� 2.0e-03 1.5e-03 1.5e-04 1.7e-03T, ACC

The reference flow rates needed to evaluate Eqs. (6-62) through (6-67) are computed in Appendix 5.2 from the steady-
state momentum balance for the respective loop; symmetry is used to determine the reference flows in the two and four
loops, respectively, of ROSA and of AP600 and SPES. The gravity forces of the PRHR loop are used as gravity
reference.

Table 6.42presents the numerical values of the�-Groups of dynamic component interaction and shows that main-loop
flow impedance is initially not balanced by the reference gravity forces; inertia forces are small, the system re-adjusts
flows in a small fraction of the system reference time , and the system is not at steady state. Table 6.42 reveals that
impedance and gravity forces are not balanced at the beginning of Phase 2 because the high flow rates at the start of
Phase 2, i.e., after the trip of the reactor coolant pumps. The imbalance initiates a sharp transient to natural
circulation. The inertia forces are disproportionally small in ROSA and cause the fastest dynamic response of all
facilities, theglobal dynamic response is distorted in ROSAby an order of magnitude, but the scale distortion is not
expected to affect inventory or liquid subcooling temperature.

Table 6.43. By dividing the�-Groups in the first two rows of Table 6.42, i.e., the scaling groups for impedance and
gravity effects, through the�-Groups for inertia shown in the last row of Table 6.42, one finds the fractional�-Groups
shown in Table 6.43. As a result of the small inertia�-Groups in Table 6.42, one obtains very large�-Groups
reflecting very large rates of flow change (accelerations), and Table 6.42 shows again that the system adjusts very
quickly to any changes in impedance change, such as changes in valve settings. Flow adjustments are much faster than
those of pressure, level elevations, and temperature.
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Table 6.42 Causative Process Related�-Groups of
Dynamic Interaction Between Components During Phase 2

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

System Impedance(Eq. (6-71)) 6.91

PRHR gravity in
ROSA matches
AP600, but the

main-loop
impedance is too low

in ROSA

System Gravity( PRHR gravity
is reference)

1 1 1

System Inertia(Eq. (6-69)) 0.012 0.012 0.006

Aspect ratioL/A is
13 times greater in

ROSA than in
AP600, butW /t iscr ref

1/200 times that of
AP600

Table 6.43 Fractional�-Groups of Dynamic Interaction Between Components During Phase 2

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

System Impedance(Eqs. (6-71)
and (6-69))

1097

Low main-loop
impedance in APEX,
high inertia, and low

core flow.

System Gravity(reciprocal of
Eq. (6-69))

80 87 159
Low inertia in
ROSA (7%),

gravity matched

The Inertia Metric , S, is defined in Eq. (6-62) and obtained by applying that definition to the entries of Table 5.7ÿ

for AP600 and of the tables in Appendix 7 for AP600, ROSA and SPES. As explained in section 6.1.4.1, the diagonal
-elements show the relative magnitude of theloop inertiaassociated with the loop of the row. The off-diagonalS-

ÿ

elements are a measure of the cross-coupling between the loops by inertia.

Notice that theS-elements in the row of only the main loops add up to one, because of the scaling relative to theÿ

Symmetric main loops (see Eq. (6-62)). The Inertia Metric reveals how quickly the flow re-adjusts in a loop segment
to changes in flow conditions: the larger theS-elements of a row are, the slower responds the fluid in the loop

ÿ

associated with that row, and relative to the responses in other loops.
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Table 6.44 Inertia Metric S for Seven-Loop Operation During Phase 2, Passive Heat Rejection: AP600
ÿ

(All lines being filled with single-phase liquid)

Loop Flow Rate leaving from Flow Rate from

 on Side through

CMT CMT CMT CMT PRHR
 Branch of  Branch of  Branch of  Branch of Branch of
Loop to Loop , to Loop , to Loop , to Loop , toB1

RPV CMT CMT RPV PRHR
B2

A

SG Exit of SG Exit of Break in
Loop Loop LoopA1 A2 B1

B

B2 A

Surge Line
to Hot Leg
of LoopA

B1

B -0.001Cold Leg
1 0.568 0.006 0.042 0.042 0.007 0.337 0 0

A 0.000CMTA -0.006 -0.006 -0.006 0 -0.159 0 00.289

A -0.001Cold Leg
1 0.042 0.001 0.337 0.001 0.042 -0.012 -0.0070.568

A -0.001Cold Leg
2 0.042 0.001 0.337 0.001 0.042 -0.012 -0.0070.568

B 0.000CMT,B -0.159 0 -0.006 -0.006 -0.006 0 00.322

B -0.001Cold Leg
2 0.415 0.007 0.042 0.042 0.007 0 00.568

A -0.001 -0.001PRHR 0.042 0.001 0.314 0.109 0.001 0.042 0.816

By comparing the Inertia Metrics in Tables 6.45, 6.46, and 6.47 for APEX, ROSA, SPES, respectively, with the Inertia
Metric in Table 6.44 for AP600, one assesses the inertia distortion, that is, the distortion of the dynamic response of
the flows in the parallel loops and of the inertia coupling between the flows of the loops. The criteria of scale
distortion, based on�-Groups, have been adopted in Section 4.6. The same criteria are applied here to scaling metrics
of inertia, gravity, and impedance: elements of inertia metrics of APEX, ROSA, and SPES which differ by more than
a the factor of two from the corresponding inertia metric element of AP600 are printed inin Tables 6.45, 6.46,
and 6.47.

The comparison of Tables 6.45 and 6.44 reveals that APEX has three inertia distortions of minor conseqence, none
in the main loops, one nonconservative in the PRHR loop, and two nonconservatives in the PRZ surge line.

ROSA is difficult to compare with AP600 because it has only one Cold Leg each on SidesA (with Pressurizer) andB.
One could compute the seven and five eigenvalues, respectively, for AP600 and ROSA. While it is not possible to
compare the eigenvalues directly, one could determine whether ROSA is stable or unstable where AP600 is not. How
ever, ROSA has nineteen inertia distortions, five in the main loops, six in the CMT loops, three in the PRHR loop, two
in the PRZ surge line, and three affecting the break flow. This large number of inertia distortions renders the
comparison of stability domains to be a task beyond the scope of this scaling analysis. None of the inertia metric
distortions affect the RPV inventory, even though nine of the nineteen inertia distortion in ROSA are, in principle,
nonconservative. The extend to which the nonconservative distortions are compensated by the ten conservative
distortions must be determined by simulation.
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SPES has eight inertia distortions, none in the main loops, four nonconservatives in the CMT loops, one nonconserva-
tive in the PRHR loop, and three nonconservatives in the PRZ surge line. None of the inertia metric distortions affect
the RPV inventory.

It should be recalled, that inertia distortions are important only temporarily during dynamic flow transients, during
flow oscillations, and when rapid condensation accelerates the flow.

Table 6.45 Inertia Metric S for Seven-Loop Operation During Phase 2, Passive Heat Rejection: APEXÿ

(All lines being filled with single-phase liquid)

Loop Flow Rate leaving from Flow Rate from

 on Side through

CMT CMT CMT CMT PRHR
Branch of Branch of  Branch of  Branch of Branch of
Loop to Loop , to Loop , to Loop , to Loop , toB1

RPV CMT CMT RPV PRHR
B2

A

SG Exit of SG Exit of Break in
Loop Loop LoopA1 A2 B1

B

B2 A

Surge Line
to Hot Leg
of LoopA

B1

B Cold Leg
1 0.575 0.004 0.036 0.036 0.006 0.344 0 0 -9.7e-04

A 1.3e-04CMTA -0.005 -0.005 -0.005 0 -0.214 0 00.291

A Cold Leg
1 0.036 4e-04 0.344 0.001 0.036 -0.0100.575 ����H���

A Cold Leg
2 0.036 4e-04 0.344 0.001 0.036 -0.0100.575 ����H���

B CMT,B -0.211 0 -0.005 -0.005 -0.005 0 0 1.3e-040.397

B Cold Leg
2 0.365 0.004 0.036 0.036 0.006 0 0 -9.7e-040.575

A PRHR 0.036 4e-04 0.267 0.001 0.036 0 -9.7e-040.758

The Gravity Metric , S , defined by Eq. (6-31) has, for Phase 2, the distinct elements for the main and CMT loopsG

that are shown inTable 6.48. The PRHR loop inertia term is dominant and the reference for gravity in Table 6.48
and also in Tables 6.42 and 6.43. The elements ofS should be repeated once for CMT and, respectively, once andG

thrice for ROSA and for AP600 and SPES to make up all the gravity elements, (S G* , in the vector momentumG )j

equation, Eq. (6-68).

The Impedance Metric, S , is defined in Eq. (6-64) and obtained for Phase 2 by applying that definition to the entries�

of Table 5.14 for AP600, and of Tables A.8.1 through A.8.3 in Appendix 8 for APEX, ROSA, and SPES. Tables 6.49
through 6.52 show theS elements of the impedance metrics for AP600, APEX, ROSA, and SPES. As explained in

�

Section 6.1.4.1, theS -elements in a row determine thedistribution of flow impedancesin the loop associated with�

that row, and, therefore, the flow distribution particularly as the steady state is being approached. RepeatedS -�
elements in a column indicatecross-coupling by impedance between the loopsthat are associated with the rows
containing the repeatedS -elements. Table 6.49 with the impedance metrics for AP600 is on Page 6-66.

�
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Table 6.46 Inertia Metric S for Five-Loop Operation During Phase 2, Passive Heat Rejection: ROSA
ÿ

(All lines being filled with single-phase liquid)

Loop Flow Rate leaving from Flow Rate from

 on Side through

CMT CMT CMT PRHR
Branch of Branch of Branch of Branch of
Loop to Loop , to Loop , to Loop , toB1

RPV CMT CMT PRHR
B2

A

SG Exit of Break in
Loop LoopA1 B1

B

A

Surge Line
to Hot Leg
of LoopA

B1

B Primary
Loop 0.867 0.072 0 0

A CMTA 0 0 1.2e-04

A Primary
Loop 0.072 0.867

B CMT,B -0.099 0 0 1.2e-040.990

A PRHR 0.072 0.324

Table 6.47 Inertia Metric S for Seven-Loop Operation During Phase 2, Passive Heat Rejection: SPES
ÿ

(All lines being filled with single-phase liquid)

Loop Flow Rate leaving from Flow Rate from

 on Side through

CMT CMT CMT CMT PRHR
 Branch of  Branch of  Branch of  Branch of Branch of
Loop to Loop , to Loop , to Loop , to Loop , toB1

RPV CMT CMT RPV PRHR
B2

A

SG Exit of SG Exit of Break in
Loop Loop LoopA1 A2 B1

B

B2 A

Surge Line
to Hot Leg
of LoopA

B1

B 0.007 0.070 0.070 0.008 0.401 0 0Cold Leg
1 0.466 -0.002

A -0.006 -0.006 -0.006 0 0 0CMTA 1.8e-04

A 0.070 0.001 0.401 0.001 0.070 -0.017Cold Leg
1 0.466 -0.001

A 0.070 0.001 0.401 0.001 0.070 -0.017Cold Leg
2 0.466 -0.001

B 0 -0.006 -0.006 -0.006 0 0CMT,B 1.8e-04

B 0.436 0.008 0.070 0.070 0.008 0 0Cold Leg
2 0.466 -0.002

A 0.070 0.001 0.072 0.001 0.070PRHR 0.556 -0.002
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Table 6.48 Gravity Metric S for Seven-Loop Operation During Phase 2, Passive Heat RejectionG

Definition of�-Group CommentsSymbol of
S -GroupG

S -Groups forG

AP600 APEX ROSA SPES

Gravity Metric for PRHR Loop S 1 1 1G, PRHR

Gravity Metric for CMT Loops S 1.02 0.97 1.00G, CMT

Gravity Metric for Main Loops S 0.004 0.010 0.090 0.003G, main

Greater buoyancy in
ROSA because of

greater temperature
difference

(confirmed by test
data)

Notice that theS-elements in the rows of only the main loops add up to one, as a consequence of the scaling according�

to Eq. (6-64) and of the symmetry among the four loops.

Table 6.49 Impedance MetricS for Seven-Loop Operation of�

AP600 During Phases 2 Through 4,
(for definition ofS -elements, see Eq. (6-64); for identification of unscaledR-elements, see Table 5.13 and Fig.

�

5.12)

Loop  S elements of Loop Sections between Branch Points:�

on  from Hot
Side Leg to SG

through PRHR of SRL of Branch in Down- Cold Leg to
RPV to PRHR to SG to CMT Upper CMT from

Loop Loop Loop comer DVIA A

(Remainder Vessel from
of) DVI to

 Hot Leg  Upper
and SG PlenumB

(Remainder
of)

Cold Leg

PRHR

 in LoopA

B Cold Leg
1 0 0 0.561 0.004 0.023 -0.003 0.416 0 0

A CMTA 0 0 0 0 0.023 0.003 0 0.134 0

A Cold Leg
1 0.004 0.019 0.538 0 0.026 -0.003 0.416 0 0

A Cold Leg
2 0.004 0.019 0.538 0 0.026 -0.003 0.416 0 0

B CMT,B 0 0 0 0 0.023 0.003 0 0.169 0

B Cold Leg
2 0 0 0.561 0.004 0.023 -0.003 0.416 0 0

A PRHR 0.004 0.026 -0.003 0.416 0.1400 0 0 0
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Table 6.49above presents theS -elements of the AP600 reference impedance metric. The following pages present
�

Tables 6.50 through 6.52 with the correspondingS -elements for APEX, ROSA, and SPES.
�

By comparing the Impedance Metrics in Tables 6.50, 6.51, and 6.52 for APEX, ROSA, SPES, respectively, with the
Impedance Metric in Table 6.49 for AP600, one assesses the impedance distortion, that is, the distortion of the dynamic
response of the flows in the parallel loops and of the impedance coupling between the flows of the interconnected loops
in the system. The impedance metric is equally important for the distribution of the steady-state flows in the system.

The same criteria of scale distortion, as adopted in Section 4.6 for�-Groups, are applied here to the scaling metrics
of impedance: elements of impedance metrics of APEX, ROSA, and SPES which differ by more than a the factor of
two from the corresponding impedance metric element of AP600 are printed inin Tables 6.50, 6.51, and 6.52.

Table 6.50presents the impedance metric for APEX, which has, in the formulation used in this report, 33 non-zero
elements, the same number as AP600. Most of the impedances are concentrated in the Steam Generators, Cold Legs,
and Vessel. ForAPEX, 19 smaller of the 33 impedance metric elements are distorted, all 19 distortions are caused
by four loop sections with distorted flow resistances (primarily form losses): in PRHR and CMT Loops, in Cold Legs,
and in the Upper Downcomer. All distortions imply greater flow resistance outside the reactor vessel of APEX than
of AP600. This causes the coolant to prefer accumulation in the vessel of APEX more than in the reactor vessel of
AP600, and the distortions are, therefore, not conservative. The importance, however, of the increased ex-vessel
resistances must be assessed by simulation.

Table 6.50 Impedance MetricS for Seven-Loop Operation of APEX During Phases 2 Through 4,
�

 (for identification ofR , see Fig. 5.12)

Loop  S elements of Loop Sections between Branch Points:�

on  from Hot
Side Leg to SG

through PRHR of SRL of Branch in Down- Cold Leg to
RPV to PRHR to SG to CMT Upper CMT from

Loop Loop Loop comer DVIA A

(Remainder Vessel from
of) DVI to

 Hot Leg  Upper
and SG PlenumB

(Remainder
of)

Cold Leg

PRHR

 in LoopA

B Cold Leg
1 0 0 0.567 0.334 0 0

A CMTA 0 0 0 0 0 0.246 0

A Cold Leg
1 0.031 0.521 0 0.334 0 0

A Cold Leg
2 0.031 0.521 0 0.334 0 0

B CMT,B 0 0 0 0 0 0.265 0

B Cold Leg
2 0 0 0.567 0.334 0 0

A 0.281PRHR 0.3340 0 0 0
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Table 6.51 Impedance MetricS for Five-Loop Operation of ROSA During Phases 2 Through 4,
�

(for identification ofR , see Fig. 5.12)

Loop  S elements of Loop Sections between Branch Points:�

on CMT
Side Branch inthrough PRHR of SRL of Down- Point to  Hot Leg

RPV to PRHR to Upper Branch

Loop Loop comer DVIA A

(Remainde CMT from
r of) Cold Leg

 Hot Leg
and SG

SG to

LoopB

(Remain- from DVI
der of) to

Cold Leg  Upper

Vessel

Plenum

CMT from

to DVI

PRHR
 from

 to SG
 in LoopA

B Primary-
Side Loop 0 0 0 0 0

A CMTA 0 0 0 0 0 2.607 0

A Primary-
Side Loop 0.002 0 0 0 0

B CMT,B 0 0 0 0 0 2.845 0

A PRHR 0.002 0 0 0 0 0

Table 6.52 Impedance MetricS for Seven-Loop Operation of SPES During Phases 2 Through 4,
�

(for identification ofR , see Fig. 5.12)

Loop  S elements of Loop Sections between Branch Points:�

on  from Hot
Side Leg to SG

through PRHR of SRL of Branch in Down- Cold Leg to
RPV to PRHR to SG to CMT Upper CMT from

Loop Loop Loop comer DVIA A

(Remainder Vessel from
of) DVI to

 Hot Leg  Upper
and SG PlenumB

(Remainder
of)

Cold Leg

PRHR

 in LoopA

B Cold Leg
1 0 0 0.653 0 0

A CMTA 0 0 0 0 0 0.158 0

A Cold Leg
1 0.003 0.102 0.640 0 0.040 0 0

A Cold Leg
2 0.003 0.102 0.640 0 0.040 0 0

B CMT,B 0 0 0 0 0 0.184 0

B Cold Leg
2 0 0 0.653 0 0

A PRHR 0.003 0 0 0 00.040 0.184
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Table 6.51shows the impedance metric for ROSA. ROSA has only 24 non-zero elements and is, therefore, difficult
to compare with AP600: it has only one Cold Leg on each side and an atypical branch point in the CMT loops. The
loop elements that are common to ROSA and AP600 are compared in Table 6.51. According to this table,ROSA has
20 of 24 impedance elements distorted, the 20 distortions are caused by eight loop sections with distorted flow
resistances (primarily form losses): Hot Leg, PRHR and CMT Loops, CMT branch segment, two cold-leg segments,
vessel interior, and Upper Downcomer. Most importantly, ROSA has greater flow resistance in the reactor vessel than
AP600, which retards the flow into the core and makes the leading scale distortions of flow impedance in ROSA
conservative.

Table 6.52presents the impedance metric for SPES, which has 33 non-zero elements, the same number as AP600.
For SPES, 18 of 33 impedance metric elements are distorted. The most important distortions are in the Upper
Downcomer and retard DVI flows escaping through the cold leg. The distortions in SPES are caused by four loop
sections with distorted flow resistances (primarily form losses): two cold-leg segments, vessel interior, and Upper
Downcomer. Notice that SPES has much lower (1/10) resistance in the reactor vessel than AP600, which enhances
the flow into the core and makes the leading scale distortions of flow impedance in SPES nonconservative. It should
be noted, that impedance distortion are important during dynamic flow transients, flow oscillations, and when rapid
condensation accelerates the flow,as well as during quasi steady-state conditions.

6.2.3 Phase 3, ADS-123 Depressurization

This section presents the results of the numerical evaluation of the�-Groups for the Phase 3, the ADS-123
depressurization phase. See Table 3.1 on Page 3-2 which shows that this phase begins at the instant that the collapsed
liquid level in at least one of the CMTs reaches the designer-specified 67%-volume mark, thereby opening the first
three valve banks of the Automatic Depressurization System (ADS). The phase ends when the collapsed liquid level
in one of the CMTs reaches the designer-specified 20%-volume mark, thereby tripping the fourth bank of ADS valves
to open. Figure 3.1 identifies Phase 3 in the system pressure versus time plot. Table 3.1 lists the major events of Phase
3, and a brief description of Phase 3 is given in Section 3.3.

Presented in this section are the scaling groups for depressurization, system inventory depletion, and system
temperature change. Flow rate scaling for Phase 3 is taken to be the same as for Phase 2 because there are no changes
of the loop configurations in AP600, APEX, ROSA, and SPES, and the fluid density changes during Phase 2 in these
facilities are taken to be the same. Consequently, the geometry-dominated flow distribution should be scaled or
distorted during Phases 3 (and 4) approximately the same as during Phase 2. The scaling groups are presented in the
general and reduced forms the characteristics and advantages of which are explained in Section 4.4.5.

The ADS-1 trip-signal is taken to open simultaneously valve banks 1, 2, and 3 because the time span between the first
and last valve opening of 210 seconds is small compared with the 10 second duration of Phase 3. The reference time4

for scaling Phase 3 is the time it takes to displace the reference system volumeV through the ADS-123 valves with0

the initial critical volumetric flow rate, (- ) , i.e., t = V / (- ) , where the reference volume is the combined123 0   ref  0  123 0

volume of the Steam Generators, the Pressurizer, the Core Make-up Tanks, the Accumulators, the PRHR tube-side
volume, and the Cold Legs, Hot Legs, and Surge Line. The critical flow through the ADS-123 valves is computed as
if homogeneous equilibrium choking occurred at the valve flow cross-section, with the flow entering the valves as
steam (void fraction. = 1) from the empty Pressurizer.

There is no unique ADS-123 valve flow cross-sectional area for the AP600 design. Instead a range of areas is proposed
for certification. The proposed range of ADS-123 valve flow cross-sectional area for AP600 vary by the factor of 2
(Bessette Fax Transmission of May 28, 1998, 3:24 pm, from NRC to BNL). The results presented here were obtained
with documented specifications (RELAP5, proprietary data), i.e., an area near the median of the NRC- specified range
of ADS-123 valve flow cross-sectional areas, as shown in Appendix 1.2 of the data documentation that has been sent
separately to the NRC. Some of the reported ADS-123 valve flow cross-sectional areas for AP600 are outside the NRC-
specified range.
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The estimated mass flow rate through the ADS-123 valves, (W ) , was compared with test data and found to be123 0

greaterby 30, 3 and 12 %, respectively, for APEX, ROSA, and SPES (see Table 5.15). The estimated depressurization
rates for APEX and ROSA, however, are 52% and 39%smaller, respectively, than the experimentally determined
depressurization rates. There is no accuracy of the mass flow measurements reported for APEX, ROSA, and SPES.
The mass flow rate is directly proportional to the valve flow cross-sectional area. Reported ADS-123 valve flow cross-
sectional areas for APEX, for example, vary by the factor of 2.4 (see [7, p. 5-66; 15, p. 8-5]; OSU-NE 9204, p. 167;
and Bessette Fax Transmission of May 28, 1998, 3:24 pm, from NRC to BNL). Orifice plates are being exchanged
between tests, and it appears impossible to identify the correct ADS-123 valve flow cross-sectional area. The results
reported here for APEX were obtained with ADS-123 valve flow cross-sectional area taken from [6, p. 3-64, Table
3.16-1] because this reference was published shortly after the completion of Test No. SB05, the subject of this scaling
analysis.

The computed reference time, based on volume displacement, is shorter (approximatelyD for all facilities) than the
depressurization time computed according to Eqs. (6-74) through (6-78) which agrees with test data within 5%(see
Table 5.15). However,t as defined above is more directly related to the plant-specific geometry and specifications,ref

and its choice does not affect the phenomena ranking or the scale distortion. The computation is found in Appendix
5.3.

The reference pressure difference,ûp , is the difference between Accumulator trip set point pressure and the initial0

containment pressure (see Appendix 5.3). The selectedûp assures the scaled pressurep* to be of the order of unity.0

The initial vapor, mixture, and liquid volumes determine the initial system compliances and are identified in Table
3.1 and shown in Figure 5.3; their values are computed from the volumes listed in Appendix 1.1, and shown in
Appendix 5.2. The combination of reference pressure difference, reference time, and initial system mechanical
compliance is confirmed by the comparison of the predicted initial depressurization rate with the depressurization rate
obtained from the experiments; the comparison is shown in Table 5.15.

The reference cooling powers for PRHR, CMTs, reactor core, and Upper Head cooling power are computed in
Appendix 5.3, using the mass flow rate of natural circulation which are obtained from the steady-state momentum
balance discussed in Section 5.5 and shown also in Appendix 5.3.
 

6.2.3.1 Depressurization

Table 6.53presents the numerical values of thecausative process related�-Groups of depressurization for Phase 3.
They are obtained from the scaleddepressurization equation, Eq. (6.1), applied to the control volume shown in Figure
5.3 for Phase 3 (see Figure 3.1 and Section 3.3.1 for the definition of Phase 3). Thecausative process related�-
Groups show the significance of phenomena (system elasticity or system pressure response to volume changes) and
processes (external heating and cooling) relative to the dominant process of fluid discharge through the ADS-123
depressurization valves.

Each�-Group in Table 6.53 is interpreted in the text of Section 6.1, next to the equation that defines it, and the
defining equation is again indicated in the first column of Table 6.53. The second column shows the�-Group symbol
as used in Eq. (6-1), the third through sixth columns list the numerical values of the�-Groups, and the last column
explains distortions, if any.

All geometric parameters appearing in the�-Group definitions, Eqs. (6-2) through (6-5) and (6-10) through (6-13)
for Tables 6.53 and 6.54 are found in Appendix 1. The initial conditions and initial thermophysical properties are
found in Tables A.4.4.1 and A.4.4.2 of Appendix 4.3. The initial system compliance and computed reference
parameters appearing in the�-Group definitions were computed through EXCEL and are listed in Appendix 5.3.

By the methods and criteria presented in Sections 4.5 and 4.6 for assessing importance of processes and scale
distortion, Table 6.53 shows for depressurization during Phase 3, that the causative process of ADS-123 discharge is
also the dominant process and thatthere is one significant scale distortion each for PRHR condensation in APEX
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and in ROSA. The lower condebsation rate retards inventory discharge less, and reduces subcooling temperature less
in APEX and ROSA than in AP600. The two scale distortions are, therefore, conservative.
 

Table 6.53 Causative Process Related�-Groups for ADS-123 Depressurization During Phase 3

Definition of�-Group CommentsSymbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Mechanical Compliance
(Eq. (6-2))

1.57 1.42 1.92

ADS-123 Discharge(reference) 1 1 1

Condensation in PRHR
(Eq. (6-5))

0.37

Small driving
temperature

difference in APEX,
relative low PRHR

heat transfer in
APEX and Rosa.

Thermal Exp. by Decay
Heating
(Eq. (6-4))

0.02 0.01 0.04 0.03

Break Flow(see paragraph above
(Eq. (6-3))

0.01 0.01 0.01 0.02

Heating in SG(Eq. (6-4)) 7.5e-3 7.4e-3 7.1e-3 4.7e-3

UHD Heating of vapor
(Eq. (6-4)) 6.9e-4 1.2e-3 1.3e-2 7.2e-2

Heating in Accumulators(Eq.
(6-6))

5.2e-4 1.8e-4 3.8e-5 8.6e-4

Table 6.54presents the numerical values of thefractional�-Groups. They are obtained from the scaled fractional
depressurization equation, Eq. (6.7), applied to the control volume shown in Figure 5.3 for Phase 3. Thefractional
�-Groups in Table 6.54 show the impact that processes (external heating and cooling) have on the time-rate of pressure
change. Eachcolumnentry in Table 6.54 shows an estimate of the fractional pressure change caused by, orhow much
the tangent of the pressure vs. time curve in Figure 4.3 is rotated from the horizontal, by the phenomenon associated
with the row of the entry and, consequently,how importantthat phenomenon is during Phase 3. The larger the entry,
the stronger is the effect on the slope of the depressurization curve. Differences between the entries in arowof Table
6.54 imply differences in the system response due to the phenomenon associated with that row and, consequently, the
strength ofscale distortionfor that phenomenon.

Both Tables 6.53 and 6.54 show that the during Phase 3, thedischarge from the ADS-123 valves dominates
depressurization, followed by the condensation heat transfer in the Passive Residual Heat Rejection system. All other
phenomena are found to have insignificant effects on depressurization during Phase 3.
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By applying the methods and criteria presented in Section 4.6 for assessing scale distortion, one finds from Tables 6.53
and 6.54 also that the dominant process is scaled in all facilities and thatAPEX and ROSA have one significant scale
distortion each for PRHR condensationduring Phase 3. Since the lower condebsation rate retards inventory
discharge less and reduces subcooling temperature less in APEX and ROSA than in AP600, the two scale distortions
are conservative.

Table 6.54 Fractional�-Groups for Depressurization During Phase 3

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

ADS-123 Discharge
 (Eq. (6-13))

0.64 0.71 0.52

Condensation in PRHR
(Eq. (6-11)) 0.19

Small driving
temperature

difference in APEX,
relative low PRHR

heat transfer in
APEX and Rosa.

Thermal Exp. by Decay
Heating(Eq. (6-10))

0.014 0.005 0.026 0.015

Break Flow(see paragraph
above Eq. (6-8))

0.009 0.005 0.007 0.008

Heating in SG(Eq. (6-10)) 4.8e-3 4.7e-3 5.0e-3 2.4e-3

UHD Heating of vapor
 (Eq. (6-10))

4.4e-4 7.5e-4 9.1e-3 3.7e-2

Heating in Accumulators (Eq.
(6-12)) 3.3e-4 1.1e-4 2.7e-5 4.5e-4

6.2.3.2 Inventory Change

The system inventory changes during Phase 3 take place in the refilling of the pressurizer (PRZ) and in the draining
of the Core Make-up Tanks (CMT). These two components are separate and, therefore, modeled and scaled
individually. The scaling groups associated with the PRZ and CMT are collected below in Tables 6.55 and 6.56.
Liquid inventory change during Phase 3 is modeled, as for the previous phases, as the compliment of vapor volume
change. The model for the rate of vapor volume change is presented in Section 5.4.1.3. The scaling of the general
vapor volume equation, Eq. (6.14) is presented in Section 6.1.2.1 and applied to the pressurizer. The CMT
modification of the general vapor volume equation, Eq. (6.79) is found in Section 6.2.2.2.

Pressurizer Inventory Change During Phase 3

The scaled inventory equation, Eq. (6.14), is shown in Section 6.1.2.1. Equation (6.14) is applied to the PRZ volume
as the control volume and modified for the PRZ having inflow through the surge line and discharge from the top
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through the ADS-123 valves. The modified equation is simplified on the basis of the results in Table 6.53: the terms
from PRHR phase change, Accumulator heating, single-phase liquid expansion, and break flow, all affecting flashing
due to depressurization, are neglected relative to the depressurization caused by ADS-123 discharge. The scaling
groups are evaluated for the conditions at the beginning of Phase 3 when the PRZ is filled with vapor (. = 1), and when
single-phase liquid enters the PRZ through the surge line.

Thecausative process related�-Group ofvolumetric complianceequals the ratio of system over PRZ response times,
divided by the correction due to flashing

(6-97)

where the reference volume,V , is the same as defined above for the scaling of depressurization. Thecausative process0

related�-Group of PRZ heatingequals the ratio of vapor volume generation rate by wall heating over vapor volume
discharge rate by ADS, divided by the correction due to flashing

(6-98)

where the heating rate, is estimated from the thick-walled heat conduction model, as used in Eq. (5-56). The
equation scaled by thecausative process relatedmethod for the change of vapor volume in the Pressurizer is

(6-99)

Table 6.55below presents the numerical values of thecausative process related�-Groups for PRZ inventory change
during Phase 3. Thecausative process related�-Groups in Table 6.55 show the significance of phenomena (system
volumetric compliance) and processes (external heating and cooling) relative to the process of ADS-123 valve
discharge.

Table 6.55 is to be read in the manner as the previous tables. An explanation for the table entries is found on Page
6-24 for Table 6.1. All geometric parameters appearing in the�-Group definitions, Eqs. (6-97) and (6-98) are found
in Appendix 1. The initial conditions and initial thermophysical properties are found in Appendix 4.4. The initial
system compliance and computed reference parameters appearing in the�-Group definitions were computed through
EXCEL and are listed in Appendix 5.3 of the data base document (submitted to the USNRC separately).
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Table 6.55 Causative Process Related�-Groups for PRZ Inventory Change During Phase 3

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

ADS Discharge(reference) 1 1 1

Volumetric Compliance
(Eq. (6-97)) 0.11 0.10 0.10

Wall Heating(Eq. (6-98)) 0.079 0.005 0.003 0.001

Table 6.55 for PRZ inventory change shows the dominance of the causative process of ADS-123 discharge, a rapid
transient due to the small volumetric compiance, and no significant distortion.

Table 6.56presents the numerical values of thefractional�-Groups for PRZ inventory change during Phase 3. The
fractional form of the scaled vapor volume equation is obtained by dividing Eq. (6.99) by the�-Group of PRZ
volumetric compliance,� . The numerical values of thefractional�-Groups for PRZ inventory change duringVC,PRZ

Phase 3., shown in Table 6.56, are, therefore, obtained by dividing the elements of the first and last two rows in Table
6.55 by the respective elements in the second row of Table 6.55.

Thefractional�-Groups show the impact that processes (wall heating and ADS-123 discharge) have on the time-rate
of liquid inventory change. Eachcolumnentry in Table 6.56 showshow muchthe tangent of the PRZ vapor inventory
vs. time curve in Figure 4.3 is rotated from the horizontal by the phenomenon associated with the row of the entry and,
consequently,how importantthat phenomenon is during Phase 3. The larger the entry in a row, the stronger is the
effect on the rate of change of the liquid inventory in the Pressurizer. Differences between the entries in arowof Table
6.56 would imply differences in the system response due to the phenomenon associated with that row and,
consequently, they would show the strength ofscale distortion relative to AP600for that phenomenon on liquid
refilling of the PRZ.

Table 6.56 Fractional�-Groups for PRZ Inventory Change During Phase 3

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

ADS Discharge(Eq. (6-97)) 9.37 10.07 9.73

Wall Heating
(Eqs. (6-98) and (6-97))

0.76 0.05 0.03 0.01

Based on the methods and the criterion given in Section 4.5, one sees from Table 6.55 that the “significant” discharge
through the ADS-123 valves dominates the change of PRZ inventory during Phase 3. By combining the results
presented in Tables 6.55 and 6.56 for the PRZ inventory during Phase 3 one findsno distortion of a significant
phenomenon. See Sections 4.5 and 4.6, respectively, for the definitions of “significant phenomena” and “significant
scale distortions.”
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Inventory Change in Core Make-up Tanks During Phase 3

For Phase 3, the scaled inventory equation for the CMT is, as for Phase 2, the vapor mass balance, Eq. (6-79), shown
in Section 6.2.2.2, since liquid inventory change is modeled as the compliment of vapor volume change. Equation
(6-79) applies to the CMT volume as the control volume and is simplified on the basis of the results in Table 6.53:
only the ADS-123 discharge term is retained for the CMT fluid dilatation due to flashing . The draining rate is
computed from the steady-state momentum balance, Eq. (5-55). Since the CMT circulation is disrupted during Phase
3, the difference between draining and entering volumetric flow rates is computed from the volumetric flux divergence
equation, Eq. (5-5), where the time rate of depressurization is given by Eq. (5-8). The heat transfer rate, is
computed from Eq. (6-86). The scaled inventory equation (normalized by the causative process of CMT flow) for the
CMT is, from Eq. (6-79) after simplification,

(6-100)

where thecausative process related�-Group ofvolumetric compliance,� , is the ratio of CMT over systemVC, CMT

referencetimesanddefinedbyEq. (6-81), thecausative process relatedscaling group forphase change in the CMT,
or the ratio of the rate of volume change due to phase change in the CMT over the rate of volume displaced by draining
is defined by Eq. (6-84), and thecausative process relatedscaling group for theeffect on the CMT draining from
flashing due to volume displacement through the break, or the ratio of the CMT reference time over the
CMT liquid volume response time to ADS flow, is defined by Eq. (6-85) with ADS-123 flow replacing the break flow.

Table 6.57lists thecausative process related�-Groups defined by Eqs. (6-81), (6-84), and (6-85), for CMT inventory
change during Phase 3 (see Figure 3.1 and Section 3.3.1 for the definition of Phase 3). All geometric parameters
appearing in the�-Group definitions, Eqs. (6-81) through (6-84) are found in Appendix 1. The fluid properties for
the CMT which occur in Eqs. (6-81), (6-84), and (6-85) are evaluated with the initial CMT void fraction (. ) = 0.33.CMT 0

Reference parameters for the primary system which occur in Eqs. (6-81), (6-84), and (6-85) are the same as for the
scaling of the Phase 3 depressurization discussed in Section 6.2.3.1 and shown in Appendix 5.3.

Thecausative process related�-Groups in Table 6.57 show, through the magnitudes of the elements on acolumn,
the significance of phenomena (CMT volumetric compliance) and processes (external heat transfer) relative to the
process of fluid drainage from the CMT.

To read Table 6.57, recall that each�-Group is interpreted in the text above next to the equation that defines it, and
the defining equation is indicated in the first column of Table 6.57. The second column shows the�-Group symbol
as in Eq. (6-100) with the subscriptCMTomitted (since CMT is in the table heading), the third through sixth columns
list the numerical values of the�-Groups for the AP600 and the three related facilities APEX, ROSA, and SPES, and
the last column is provided for comments explaining distortions.

By the methods and criteria presented in Sections 4.5 and 4.6 for assessing importance of processes and scale
distortion, Table 6.57 shows for CMT inventory change during Phase 3, that the causative process of CMT draining
is also the dominant process and thatthere is one significant scale distortion each in APEX and ROSA. The larger
volumetric compliance in APEX slows down the CMT draining an leads to a lower pressure at the end Phase 3. That
scale distortion in APEX is, therefore, not conservative. The scale distortion on in ROSA is also nonconservative
because it increases subcooling temperature more in ROSA than in AP600.
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Table 6.57 Causative Process Related�-Groups for CMT Inventory Change During Phase 3

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

CMT Volumetric Compliance
(Eq. (6-81)) 7.62 3.94

Rel. low CMT
 drainage flow in

APEX.

CMT Draining (reference) 1 1 1

Effect of CMT Phase Change
(Eq. (6-84)) 0.26 0.36

Rel. low CMT wall
heat transfer rate in

ROSA and high
CMT flow rate.

Effect of ADS Flow
(Eq. (6-85)) 1.8e-02 8.4e-03 3.6e-02 1.2e-02

Table 6.58presents the numerical values of thefractional�-Groups for CMT drainage during Phase 3 (see Figure
3.1 and Section 3.3.1 for the definition of Phase 3). Thefractional�-Groups are introduced in Section 4.4.5.2. For
CMT drainage during Phase 3, they are obtained by dividing the causative process related�-Groups given in the last
three rows of Table 5.57 by the elements in the first row of Table 5.57.

Table 6.58 Fractional�-Groups for CMT Inventory Change During Phase 3

Definition of�-Group CommentsSymbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

CMT Draining (Eq. (6-88)) 0.13 0.25
Rel. low CMT

 drainage flow in
APEX.

Effect of CMT Phase Change
(EQ. (6-89)) 0.02

Rel. low CMT wall
heat transfer rate in

ROSA and high
CMT flow rate; the
opposite in SPES.

Effect of ADS-123 Flow
(EQ. (6-92)) 3.8e-03 6.8e-04 4.7e-03 3.0e-03
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As explained in Section 4.4.5.2, thefractional �-Groups show the impact that processes (external heating and
draining) have on the time-rate of CMT liquid inventory change.

By the methods and criteria presented in Sections 4.5 and 4.6 for assessing importance of processes and scale
distortion, Table 6.58 shows for importance of processes to CMT inventory change during Phase 3 the same results
as Table 6.57, namely that the causative process of CMT draining is also the dominant process. However, for scale
distortion. results from the two tables differ.APEX, ROSA, and SPEShave one significant scale distortion each.
The scale distortion in APEX and ROSA are nonconservative, as explained for Table 6.57. The scale distortion on
in SPES is conservative.

6.2.3.3 Temperatures

During Phases 1 and 2, fluid dilation was shown to be insignificant, except during Subphase 1.2 when the large liquid
volume of the primary system experienced full-power cooling in the steam generators and only decay heating in the
core. Thus, liquid temperature change was important only during Subphase 1.2.

During Phase 3, the change of global system temperature follows the change in saturation temperature and is
dominated by the change of pressure rather than the rates of heat transfer between structures and fluid. The change
of system pressure is scaled in Section 6.2.3.1. Most importantly, the thermal expansion or contraction of the single-
phase liquid has insignificant impact on depressurization and on liquid inventory. This is seen from the scaling results
presented in Tables 6.53 through 6.58 in Sections 6.2.3.1 and 6.2.3.2. Therefore, evaluation of the scaling groups
presented in Section 6.1.3.1 for Eq. (6-22) of the rate of temperature change would not reveal any new scale distortions
and is omitted.

6.2.3.4 Flow Rates, Inertia and Impedance

The number of loops and the loop configurations in AP600, APEX, ROSA, and SPES are the same during Phases 2,
3 and 4. The flow through the ADS valves is choked flow and, as the break flow, determined by system pressure
through quasi-steady momentum and mass balances for equilibrium critical-flow, rather than by inertia and flow
impedances. Since all facilities have the same level elevations in the CMTs and the PRHR system is filled with steam
on the tube side, there are no significant differences in the fluid density distributions among the facilities. The scaling
for the momentum balance is dominated by the geometry affecting inertia and form losses (inertia). Therefore,
evaluation for Phases 3 and 4 of the scaling groups presented in Section 6.2.2.4 for the momentum balance, Eq. (6-68),
for natural circulation would not reveal any new scale distortions beyond those presented in Section 6.2.2.4 for Phase
2. The evaluation for Phases 3 and 4 of the scaling groups presented in Section 6.2.2.4 for the momentum balance and
is, therefore, omitted.

6.2.4 Phase 4, ADS-4 Depressurization

This section presents the results of the numerical evaluation of the�-Groups for the Phase 4, the ADS-4 blowdown
phase. See Table 3.1 on Page 3-2 which shows that this phase begins at the instant that the collapsed liquid level in
at least one of the CMTs reaches the designer-specified 20%-volume mark, thereby opening the fourth and last valve
banks of the Automatic Depressurization System (ADS) at the top of vertical pipe sections emanating from each Hot
Leg (see Fig. 5.9). The phase ends when the system pressure is sufficiently low for gravity draining from the In-
containment Refueling Water Storage Tank (IRWST). Figure 3.1 identifies Phase 4 in the system pressure versus time
plot. Table 3.1 lists the major events of Phase 4, and a brief description of Phase 4 is given in Section 3.4.

Presented in this section are the scaling groups for depressurization, system inventory depletion, CMT inventory
draining, Reactor Pressure Vessel (RPV) inventory change and RPV temperature change. Flow rate scaling for Phase
4 is taken to be the same as for Phase 2 because there are no changes of the loop configurations in AP600, APEX,
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ROSA, and SPES, and the fluid density changes during Phase 2 in these facilities are taken to be the same.
Consequently, the geometry-dominated flow distribution should be scaled or distorted during Phases 4 approximately
the same as during Phase 2. The scaling groups are presented in the general and reduced forms the characteristics and
advantages of which are explained in Section 4.4.5.

Both ADS-4 valves are modeled to open simultaneously. The reference time for scaling Phase 4 is the time it takes
to depressurize the primary system from the Phase 4-starting pressure,p , to the end pressure,p , at which gravity0      e

permits injection from the IRWST. The reference time is computed from Eq. (5-52); the computation is shown in the
last continuation of Table A.5.4 in Appendix 5.4, using the ADS-4 volumetric flow rate as the reference flow rate.
The estimated reference time is compared, in the section for Phase 4 of Table 5.15, with the experimentally determined
blowdown time.

The reference pressure drop,ûp = p - p , is computed in Table A.5.3 of Appendix 5.3, by integrating the0   0  e

depressurization equation, Eq. (5-8) to estimatep , using the Accumulator trip set point pressure as the starting0

pressure for the integration. The integral of Eq. (5-8) is given by Eq. (5-53) and Eqs. (5-54) through (56). The end
pressure,p , is computed from the specified containment pressure and the gravity head of the stagnant fluid in thee

IRWST. The estimated starting pressure is also compared, in the section for Phase 4 of Table 5.15, with the
experimentally determined starting pressure.

The reference volumetric flow rate is computed as critical homogeneous equilibrium flow, using the Phase 4-starting
pressure and the core exit vapor mass fraction that was obtained with the drift flux model for churn-turbulent bubbly
flow. The computation is found in Appendix 4.5, and the comparison with experimental flow rates in Table 5.15.

The initial vapor, mixture, and liquid volumes determine the initial system compliances and are identified in Table
3.1 and shown in Figure 5.4; their values are computed from the volumes listed in Appendix 1.1, and shown in
Appendix 5.4. The combination of reference pressure difference and initial system mechanical compliance is
confirmed by the comparison of the predicted blowdown time with the blowdown time obtained from the experiments
(see Table 5.15).

The reference cooling powers for PRHR, CMTs, reactor core, and Upper Head cooling power are computed in
Appendix 5.4, using the mass flow rate of natural circulation which are obtained from the steady-state momentum
balance discussed in Section 5.5 and shown also in Appendix 5.4.

6.2.4.1 ADS-4 Depressurization

Table 6.59presents the numerical values of thecausative process related and fractional�-Groups of primary-system
depressurization during Phase 4. They are obtained from the scaleddepressurization equation, Eq. (6.1), applied to
the control volume shown in Figure 5.4 for Phases 4 (see Figure 3.1 and Section 3.3.1 for the definition of Phase 4).
Thecausative process related�-Groups show the significance of phenomena (system elasticity or system pressure
response to volume changes) and processes (external heating and cooling) relative to the dominant process of fluid
discharge through the ADS-4 depressurization valves. Thecausative process related�-Groups are the same as the
fractional�-Groups because the reference time for Phase 4 is the characteristic time of depressurization.

Table 6.59 is read as all previous tables: each�-Group is interpreted in the text of Section 6.1.1.1, next to the equation
that defines it, and the defining equation is again indicated in the first column of Table 6.59. The second column
shows the�-Group symbol as used in Eq. (6-1), the third through sixth columns list the numerical values of the�-
Groups for AP600 and the related test facilities, and the last column explains distortions. All geometric parameters
appearing in the�-Group definitions, Eqs. (6-2) through (6-5) and (6-10) through (6-13) for Tables 6.59 and 6.60 are
found in Appendix 1. The initial conditions and initial thermophysical properties are found in Tables A.4.5.1 and
A.4.5.2 of Appendix 4.5. The initial system compliance and computed reference parameters appearing in the�-Group
definitions were computed through EXCEL and are listed in Appendix 5.4 of the data base document.
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 Table 6.59 Causative Process Related and Fractional�-Groups for ADS-4 Blowdown During Phase 4

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Mechanical Compliance(set
equal to 1, to define reference
time)

1 1 1

ADS-4 Blowdown,(reference) 1 1 1

Boiling Heat Transfer in Core
(Eq. (6-5)) 1.02

Low pressure in
APEX; low

subcooling in APEX
and ROSA.

ADS-123 Depressurization,
(Eq. (6-3))

0.08 0.07 0.09 0.04

Heating in Accumulators(Eq.
(6-6))

0.011 6.2e-4 4.3e-5 4.1e-4

Thermal Exp. of Subcooled
Liquid by Decay Heating
(Eq. (6-4))

1.8e-3 8.5e-4 9.4e-4 6.1e-4

Break Flow(see paragraph above
(Eq. (6-3))

1.4e-3 3.3e-3 1.7e-3 5.9e-4

Thefractional�-Groups of primary-system depressurization during Phase 4, which were introduced in Section 4.4.5.2,
are identical to thecausative process related�-Groups listed in Table 6.59, because the choice of reference time
renders the�-Group of mechanical compliance to be equal to 1. Thus, thecausative process related�-Groups in Table
659. show also the impact that processes (external heating and cooling) have on the time-rate of pressure change: each
columnentry in Table 6.59 showshow muchthe tangent of the pressure vs. time curve in Figure 4.3 is rotated from
the horizontal by the phenomenon associated with the row of the entry and, consequently,how importantthat
phenomenon is during the respective phase. Differences between the entries in arowof Table 6.59 imply differences
in the system response due to the phenomenon associated with that row and, consequently, the strength ofscale
distortionfor that phenomenon.

Table 6.59 shows that the during Phase 4, thedischarge from the ADS-4 valves and phase change in the core dominate
depressurization. All other phenomena are found to have insignificant effects on depressurization. For depressuriza-
tion during Phase,there are two significant scale distortions in the core vapor generation rate: one in APEX and
one in ROSA. The distortion is due to the relative lower core inlet subcooling and larger evaporation rate in APEX
and ROSA, and to the low pressure in APEX. The phase change in APEX and ROSA are relatively greater than in
AP600, causing greater expulsion of inventory from the primary system, and the scale distortions are, therefore,
conservative

6.2.4.2 Inventory Changes During Phase 4

The system coolant inventory is depleted during Phase 4 by fluid discharge of initially critical homogeneous
equilibrium flow through the ADS-4 valves, and by fluid discharge through the ADS-123 valves and spargers where
the flow becomes
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subcritical early in Phase 4. Scaled are for this phase the inventory changes in the whole primary system, the Reactor
Pressure Vessel, the Pressurizer, and the Core Make-up Tanks.

The scaled system vapor inventory equation, Eq. (6.14), is shown in Section 6.1.2.1. Equation (6.14) is applied to
the system control volume shown in Figure 5.4, with the components as described in Table 3.1.

System Inventory Change During Phase 4

Table 6.60below presents the numerical values of thecausative process related�-Groups for system inventory change
during Phase 4. Thecausative process related�-Groups in Table 6.60 show the significance of phenomena (system
volumetric compliance) and processes (external heating and cooling) relative to the process of ADS-4 valve discharge.

Table 6.60 is read as the previous tables, according to the explanation given on Page 6-24 for Table 6.1. While phase
change effects appear unimportant for AP600, they are significant in APEX. The scale distortion is, however,
conservative and has the same cause as the APEX scale distortion for depressurization.

Table 6.60 Causative Process Related�-Groups for System Inventory Change During Phase 4

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

ADS-4 Discharge(reference) 1 1 1

Volumetric Compliance
 (Eq. (6-15))

0.41 0.42 0.29

ADS-123 Discharge
 (- / - )ADS-123   ADS-4

0.08 0.07 0.09 0.04

Phase Change Effects
 (Eq. (6-16)) 3.8e-2 9.5e-2 6.9e-2

High evaporation
rate at low pressure

in APEX

Thermal Exp. of Single-Phase
Liquid (Eq. (6-4))

1.8e-3 8.5e-4 9.4e-4 6.7e-4

Break Flow(- / - ) 1.4e-3 3.3e-3 1.7e-3 5.9e-4bk   ADS-4

Accumulator Heating
(Eq. (6-12))

1.7e-4 4.2e-8 1.0e-7 2.0e-9

Table 6.61presents the numerical values of thefractional�-Groups for system inventory change during Phase 4. The
fractional form of the scaled vapor volume equation is Eq. (6.17). The numerical values of thefractional�-Groups
for system inventory change during Phase 4 are obtained by dividing the elements of the first and the last five rows
in Table 6.60 by the respective elements in the second row of Table 6.60. Thefractional�-Groups show the impact
that processes (wall heating and ADS-123 discharge, etc.) have on the time-rate of system liquid inventory change.

See Sections 4.5 and 4.6 for the method and criteria for evaluating Table 6.61. Tables 6.60 and 6.61 show that system
inventory changes during Phase 4 are dominated in AP600 by ADS-4 flow rate, and that there are no significant scale
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distortions in ROSA and SPES.APEX has one phenomenon distorted which is not important for AP600: boiling
in the core is more pronounced in APEX than in AP600 because of lower subcooling in the core and because the vessel
pressure is relatively low in APEX. The scale distortion is, however, conservative and has the same cause as the APEX
scale distortion for depressurization.

Table 6.61 Fractional�-Groups for System Inventory Change During Phase 4

Definition of�-Group CommentsSymbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

ADS-4 Discharge(reference) 2.41 2.39 3.49

ADS-123 Discharge
 (- / - )ADS-123   ADS-4

0.18 0.22 0.13

Phase Change Effects High evaporation
 (Eq. (6-16))

0.11 0.23 0.24 rate at low pressure

Thermal Exp. of Single-Phase
Liquid (Eq. (6-4))

5.2e-3 2.0e-3 2.3e-3 2.3e-3

Break Flow(- / - ) 4.2e-3 8.0e-3 4.2e-3 2.0e-3bk   ADS-4

Accumulator Heating
(Eq. (6-12)) 4.9e-4 1.0e-7 2.4e-7 6.9e-9

Inventory Change in Reactor Pressure Vessel

The liquid inventory change in the Reactor Vessel (RPV) is modeled for Phase 4 as the equation for the time rate of
liquid volume change and normalized to obtain this scaled equation in terms of the liquid mass flows entering the RPV,
the subcooling enthalpy flow at the core entrance, and the time rate of pressure change ( which is scaled in Section
6.2.4.1). The liquid inventory equation, scaled by the causative process related scaling method, is:

(6-101)
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where the ADS-4 flow is the term of the causative process, i.e., = 1, and the scaling group of thevolumetric
compliance, or the ratio of RPV over system (depressurization) response times is given by

(6-102)

and the scaling groups of vesselliquid in and out flowsfor in flows from the CMTs and the PRZ, and the out flows
to the break are given by the ratios

(6-103)

the scaling group ofcore heatingor the ratio of the decay heat power over the ADS-4 enthalpy discharge rate is given
by

(6-104)

the scaling group ofsubcooling in the core, or the ratio subcooling enthalpy over ADS-4 discharge enthalpy flow rates
is given by

(6-105)

and the scaling group ofdepressurization effects on RPV liquid inventory, or the ratio of mass displacement rate due
to flashing over mass displacement rate due to ADS-4 discharge is given by

(6-106)

All the symbols in Eqs. (6-102) through (6-106) have the same definitions as given in the previous�-Group definitions
for Phase 4. Geometric parameters appearing in Eqs. (6-102) through (6-106) are found in Appendix 1, the initial and
operating conditions in Appendix 4.5, and the evaluation of the�-Groups in Eqs. (6-102) through (6-106) is presented
in Appendix 5.4 of the proprietary data base document (submitted separately to the USNRC).
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Table 6.62 lists the numerical values of thecausative process related�-Groups for PRV inventory change during
Phase 4, defined by Eqs. (6-102) through (6-106). Thecausative process related�-Groups listed in the third through
sixth columns of Table 6.62 show, through their relative magnitude, the significance of phenomena (system volumetric
compliance) and processes (external heating and cooling) relative to the process of ADS-4 valve discharge.

Table 6.62 is read as the previous tables, according to the explanation given on Page 6-24 for Table 6.1. By the
methods and criteria described in Sections 4.5 and 4.6, and summarized at the beginning of Section 6.2 on Page 6-22,
one finds from Table 6.62 that (1) the flow from PRZ is the dominant process (at least initially); and (2)there are
one scale distortion each in APEX and ROSA, and two in SPES.ROSA and SPES have backfilling of the PRZ (see
the negative signs in Table 6.62), a conservative scale distortion. The scale distortion in APEX is nonconservative.
PRZ injection is not scaled by any test facility and affects the inventory in the reactor vessel at the beginning of Phase
5, when the minimum inventory is expected in the vessel.

Table 6.62 Causative Process Related�-Groups for RPV Inventory During Phase 4

Definition of�-Group CommentsSymbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Effect of PRZ Injection
(Eq. (6-103))

Low ADS-4 flow in
APEX; inflow in

PRZ of ROSA and
SPES

ADS-4 Flow(reference) 1 1 1

RPV Volumetric Compliance
(Eq. (6-102))

1.11 0.54 0.52

Effect of CMT Injection
(Eq. (6-103)) 0.31 0.26 Rel. high ADS-4

flow in SPES

Effect of ADS-123 Discharge
(Eq. (6-103))

0.10 0.09 0.11 0.05

Effect of Phase Change in Core
(Eq. (6-104))

0.07 0.07 0.06 0.03

Effect of Subcooling in Core
(Eq. (6-105))

0.06 0.04 0.04 0.02

Effect of RPV Flashing
(Eq. (6-106))

1e-3 1e-3 5e-4 2e-3

Effect of Break Flow
(Eq. (6-103))

7e-3 2e-2 6e-3 3e-3
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Table 6.63presents the numerical values of thefractional�-Groups for RPV inventory change during Phase 4. The
scaled liquid volume equation, based on the fractional scaling method, is obtained by dividing Eq. (6-101) by the�-
Group of RPV volumetric compliance,� . Consequently, the numerical values of thefractional�-Groups forVC, RPV

RPV inventory change during Phase 4., shown in Table 6.63, are obtained by dividing the elements of the first and
last seven rows in Table 6.62 by the respective elements in the second row of Table 6.62. Thefractional�-Groups
show the impact that processes (wall heating and injection flow rates) have on the time-rate of liquid inventory change.

Table 6.63 is arranged consistently with the previously presented tables, each entry showing the fractional change of
RPV inventory, i.e.,how muchthe tangent of the RPV liquid inventory vs. time curve in Figure 4.3 is rotated from
the horizontal by the phenomenon associated with the row of the entry. Consequently, the entries of acolumnshow
howimportantthat phenomenon is for the facility of the column during Phase 4. Differences between the entries in
a row of Table 6.63 imply differences in the system response (relative to AP600) due to the phenomenon associated
with that row and, consequently, they show the strength ofscale distortionfor that phenomenon on liquid inventory
of the RPV.

Table 6.63 Fractional�-Groups for RPV Inventory During Phase 4

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Effect of PRZ Injection
(Eqs. (6-103) and (102)

Low ADS-4 flow in
APEX; inflow in

PRZ of ROSA and
SPES

ADS-4 Flow
(reciprocal of Eq. (6-102)

0.90 1.84 1.93

Effect of CMT Injection
(Eqs. (6-103) and (102)) 0.28 0.48 Rel. high ADS-4

flow in SPES

Effect of ADS-123 Discharge
(Eqs. (6-103) and (102)) 0.16 0.08 0.21 0.09

Effect of Phase Change in Core
(Eqs. (6-104) and (102)) 0.11 0.06 0.12 0.05

Effect of Subcooling in Core
(Eqs. (6-105) and (102)) 0.09 0.03 0.07 0.03

Effect of RPV Flashing
(Eqs. (6-106) and (102)) 1.1e-2 1.5e-2 1.2e-2 4.9e-3

Effect of Break Flow
(Eqs. (6-103) and (102)) 1.5e-3 8.9e-4 9.0e-4 3.1e-3

Based on the definitions, criteria, and methods discussed in Sections 4.5 and 4.6 for importance of processes and
relevant distortions, respectively, one sees from Tables 6.62 and 6.63 that PRZ, CMT, and ADS-4 flows dominate the
change of RPV inventory in AP600 during Phase 4, and that for the RPV inventory change during Phase 4 there are
one scale distortion each in APEX and ROSA, and two in SPES.While AP600 and APEX havedraining from the
Pressurizer into the reactor vessel (according to the estimated liquid level elevation and the flow resistances in the
surge line and Hot Leg), ROSA and SPES haverefilling (see also the above negative -values in Table 6.63)
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of the Pressurizer at the beginning of Phase 4. The scale distortions of PRZ injection in ROSA and SPES are
conservative, the one in APEX is nonconservative. Both scale distortions in SPES are conservative.

PRZ injection is not scaled by any test facilityand affects the inventory in the reactor vessel during Phase 4 and
therefore at the beginning of Phase 5, when the minimum inventory is expected in the vessel. However, the
quantitative assessment of the effect from PRZ injection is to be determined by simulation, since the PRZ injection
cannot be expected to last the whole of Phase 4. The ADS-4 flow in APEX is low on account of the relatively low
APEX pressure. This gives rise to the large -value in Table 6.62, and its associated value in Table 6.63.

Inventory Change in Core Make-up Tank During Phase 4

For Phase 4, the scaled inventory equation for the Core Make-up Tanks (CMT) is, as for Phases 2 and 3, the vapor
mass balance, Eq. (6-79), shown in Section 6.2.2.2, since liquid inventory change is modeled as the compliment of
vapor volume change. Equation (6-79) applies to the CMT volume as the control volume and is simplified here on
the basis of the results in Table 6.59: the ADS-4 discharge and the last four unimportant phenomena in Table 6.59
which all cause flashing are combined and normalized directly with the reference depressurization rate according to
Eq. (5-52):

(6-107)

whereût is the reference time of Phase 4, as explained in the third paragraph of Section 6.2.4. This combination
ûp

eliminates the repetition of scaling groups that have already been ranked and assessed in Section 6.2.4.1. The
reference volumetric flow rate is the initial vapor volumetric flow rate through the Pressure Balance Lines (PBL) which
is estimated from the volumetric flow rate of liquid draining and the volumetric condensation rate.

(6-108)

where the volumetric flow rate of CMT drainage, (- ) , is computed from the steady-state momentum balance, Eq.CMT  0

(5-55). The reference heat transfer rate, is computed from Eq. (6-86). The Phase 4 inventory equation for
the CMT is, from Eq. (6-79) (the equation derived by the causative process related scaling method), after the above
simplification,

(6-109)

where the�-Group of volumetric compliance,� , is the ratio of CMT over system reference times and,VC, CMT

corresponding to Eq. (6-81),

(6-110)

the scaling group forphase change in the CMT, or the ratio of the rate of volume change due to phase
change in the CMT over the rate of volume displaced by draining, is defined by
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(6-111)

and the scaling group for theeffect on the CMT draining from flashing due to depressurization, or the ratio
of the CMT depressurization reference time over the system reference time, where the CMT depressurization reference
time is the time it takes to displace the CMT volume by depressurization, and where the system reference time if
defined in the third paragraph of Section 6.2.4.

(6-112)

with � defined by Eq. (6-80) and$ by Eq. (5-9).
., CMT      V

Table 6.64 lists thecausative process related�-Groups defined by Eqs. (6-110), (6-111), and (6-112), for CMT
inventory change during Phase 4 (see Figure 3.1 and Section 3.3.1 for the definition of Phase 4). All geometric
parameters appearing in the�-Group definitions, Eqs. (6-110), (6-111), and (6-112), are found in Appendix 1. The
fluid properties for the CMT which occur in Eqs. (6-110), (6-111), and (6-112), are evaluated with the initial CMT
void fraction of (. ) = 0.80. Reference parameters for the primary system which occur in Eqs. (6-110), (6-111), andCMT 0

(6-112) are the same as for the scaling of the Phase 4 depressurization which is discussed in Section 6.2.4.1. The
computation of the reference parameters is shown in Appendix 5.4. Table 6.64 is read as the previous tables, according
to the explanation given on Page 6-24 for Table 6.1.

Table 6.64 Causative Process Related�-Groups for CMT Inventory Change During Phase 4

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

PBL Flow(vapor, reference) 1 1 1

Effect of CMT Phase Change
(Eq. (6-111)) 1.00 0.98 1.00

Effect of Depressurization,
ADS Flows(Eq. (6-112))

0.08 0.19 0.16

CMT Volumetric Compliance
(Eq. (6-110)) 0.047 0.032 0.11 0.055

Recalling the definitions, criteria, and methods discussed in Sections 4.5 and 4.6 for importance of processes and
relevant distortions, respectively, one sees from thecausative process related�-Groups in Table 6.64, through the
magnitudes of the elements in acolumn, the significance of phenomena (CMT volumetric compliance) and processes
(external heat transfer) relative to the process of fluid drainage from the CMT. The small CMT volumetric compliance
of AP600 indicates an early completion of the CMT draining. The phase change in the CMT due to CMT wall heat
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transfer is as important as the vapor supply through the Pressure Balance Line. There appear to be no significant scale
distortions of CMT inventory drainage during Phase 4, even though the CMT volumetric compliance in ROSA is
relatively large.

Table 6.65presents the numerical values of thefractional�-Groups for CMT inventory change during Phase 4. The
numerical values of thefractional�-Groups for system inventory change during Phase 4 are obtained by dividing the
elements of the first three rows in Table 6.64 by the respective elements in the last row of Table 6.64. Thefractional
�-Groups show the impact that processes (wall heating and ADS-4 discharge, etc.) have on the time-rate of CMT
liquid inventory change.

Table 6.65 Fractional�-Groups for CMT Inventory Change During Phase 4

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

PBL Flow(vapor, reference) 30.9 18.2
Rel. large
volumetric

compliance in ROSA
because of

disproportionately
low PBL flow

Effect of CMT Phase Change
(Eq. (6-109)) 30.8 18.1

Effect of ADS Flow
(Eq. (6-110))

2.5 1.6 2.9

Eachcolumnentry in Table 6.65 (pertaining to the facility of the column) shows the multiple change of CMT inventory
at the beginning of Phase 4, orhow muchthe tangent of the CMT vapor inventory vs. time curve in Figure 4.3 is
rotated from the horizontal by the phenomenon associated with the row of the entry, i.e.,how importantthat
phenomenon is during Phase 4 to the change in CMT liquid inventory. Differences between the entries in arowof
Table 6.65 imply differences in the system response due to the phenomenon associated with that row and, consequently,
they show the strength ofscale distortionfor that phenomenon on CMT inventory depletion during Phase 4.

Tables 6.64 and 6.65 show that CMT inventory changes during Phase 4 are dominated in AP600 by CMT phase
change and ADS-4 discharge flow. Table 6.65 shows that, on account of the single phenomenon of low PBL flow in
ROSA, ROSA has two significant scale distortionsin the effects of PBL flow and Phase Change. The scale
distortions are conservative because the slower CMT inventory drainage in ROSA relative to AP600 leads to a lower
vessel inventory at the end of Phase 4. The difference between the distortions shown in Tables 6.64 and 6.65 is
explained in Section 6.3.APEX and SPES have no distortions.

Inventory Change in Pressurizer During Phase 4

Vapor is being discharged through the ADS-123 valves from the Pressurizer (PRZ) at the start of the blowdown phase,
Phase 4, while low-void two-phase mixture passes through the Surge Line (SRL). The scaled inventory equation, Eq.
(6.14), is shown in Section 6.1.2.1. Equation (6.14) is applied to the PRZ volume as the control volume, modified
for the PRZ having inflow through the surge line and discharge from the top through the ADS-123 valves at the
threshold of critical flow. The modified equation is simplified on the basis of the results in Table 6.59: the terms
affecting flashing due to depressurization, are combined and the time rate of pressure change is normalized according
to Eq. (6-107). The resulting equation for the change of inventory is, as obtained from the causative process related
scaling method,
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(6-113)

Here, the�-Group ofvolumetric complianceequals the ratio of the time needed to sweep out the Pressurizer volume
over the system response time which is the time required for depressurization through the reference pressure drop

(6-114)

the�-Group ofSurge Line flowequals the ratio of SRL over ADS-123 mass flow rates

(6-115)

and the�-Group ofdepressurization effects(flashing) equals the ratio of volumetric phase change rate over volumetric
expansion rates

(6-116)

where� is given by Eq. (5-12) and$ is given Eq. (5-9) and evaluated in Appendix 5.4.
.        V

Table 6.66below presents the numerical values of thecausative process related�-Groups for PRZ inventory change
during Phase 4. Thecausative process related�-Groups in Table 6.66 show the significance of phenomena (system
volumetric compliance) and processes (external heating and cooling) relative to PRZ discharge through the ADS-123
valves.

Table 6.66 is arranged in the familiar way of the previous tables (see Page 6-24 for Table 6.1). All geometric
parameters appearing in the�-Group definitions, Eqs. (6-113), (6-114), and (6-115) are found in Appendix 1. The
initial conditions and initial thermophysical properties are found in Appendix 4.5. The initial system compliance and
computed reference parameters appearing in the�-Group definitions were computed through EXCEL and are listed
in Appendix 5.4.

The significance of the phenomena affecting the change of PRZ inventory during Phase 4 is seen by comparing in
Table 6.66 the magnitudes of the entries in eachcolumnhaving a facility heading, most importantly in the AP600
column. The comparison reveals that phase change is the leading phenomenon, and that Surge Line, and ADS-123
flows are all of the same order of importance. The comparison of the fourth through sixth entries in arowwith the
AP600 entry (third entry of the same row) reveals the scale distortion.There is one distortion in ROSA, as a
consequence of low SRL flow (large flow restriction). The (conservative) effect of that distortion has been addressed
already in connection with Tables 6.62 and 6.63.
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 Table 6.66 Causative Process Related�-Groups for PRZ Inventory Change During Phase 4

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

PRZ Phase Change(Eq. (6-
116))

5.16 3.32 9.52

Surge Line Flow(Eq. (6-115)) 1.24 1.06 volumetric flow
ROSA SRL

rate is too low;

ADS-123 Discharge Flow
(reference)

1 1 1

Volumetric Compliance(Eq.
(6-114))

0.98 0.73 1.26

Table 6.67presents the numerical values of thefractional�-Groups for PRZ inventory change during Phase 4. The
fractional form of the scaled vapor volume equation is obtained by dividing Eq. (6.113) by the�-Group of PRZ
volumetric compliance,� , which is defined by Eq. (6-114). The numerical values of thefractional�-GroupsVC,PRZ

for PRZ inventory change during Phase 4., shown in Table 6.67, are, therefore, obtained by dividing the elements of
the first three rows in Table 6.66 by the respective elements in the last row of Table 6.66. Thefractional�-Groups
show then the impact that processes have on the time-rate of liquid inventory change (refer to Section 4.4.5.2). Each
columnentry in Table 6.67 showshow muchthe tangent of the PRZ vapor inventory vs. time curve in Figure 4.3 is
rotated from the horizontal by the phenomenon associated with the row of the entry and, consequently,how important
that phenomenon is during Phase 4. Differences between the entries in arowof Table 6.67 imply differences in the
system response due to the phenomenon associated with that row and, consequently, they show the strength ofscale
distortion relative to AP600for that phenomenon on liquid refilling of the PRZ.

Table 6.67 Fractional�-Groups for PRZ Inventory Change During Phase 4

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

PRZ Phase Change(Eqs. (6-
116) divided by (6-114))

5.29 4.57 7.54

Surge Line Flow(Eq. (6-115)
divided by (6-114))

1.27

ROSA: SRL
volumetric flow rate

is too low; SPES:
high ADS-4 and low

SRL flows
(compared to design

flow ratios).

ADS-123 Discharge Flow
(inverse of Eq. (6-114))

1.02 1.38 0.79
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Based on the definition for “significant phenomena” given in Section 4.5, one sees from Table 6.67 that phase change
by flashing dominates the change of PRZ inventory during Phase 4. Tables 6.67 revealstwo distortions of a
significant phenomenon, based on the definitions of “significant scale distortions” adopted in Section 4.6. The
distortions are the result of low SRL flows in ROSA and SPES and high ADS-4 flow in SPES and have already been
addressed in connection with the scaling of RPV inventory change (see Tables 6.62 and 6.63).

6.2.4.3 Temperature Changes During Phase 4

The important temperature of the primary system is, during Phase 4, the subcooling temperature in the reactor vessel.
The coolant elsewhere is either a saturated mixture or stagnant superheated vapor (Upper Head, Steam Generators)
and does not affect the primary system pressure or inventory.

The change of subcooling temperature is modeled with the energy balance applied to the control volume containing
the liquid in the downcomer and the Lower Plenum. The liquid mass is taken to be constant in the control volume,
and the effect of depressurization on liquid enthalpy is ignored. Liquid enters the control volume from the Core Make-
up Tanks (CMT) through the Direct Vessel Injection (DVI) lines and leaves the control volume through the core
entrance:W = W = W . With the normalized enthalpy of the liquid in the control volume defined in terms ofCR  DVI  CMT

the initial saturation enthalpy, (h) , and the initial liquid enthalpy in the CMT, (h ) , byf 0           CMT 0

 

(6-117)

and with the normalized enthalpy of the liquid in the CMT defined by
 

(6-118)

one gets the scaled equation for the enthalpy change of the subcooled liquid in the reactor vessel during Phase 4

(6-119)

where the�-Group ofRPV subcoolingis the product of Phase 4 reference time and mixing frequency. It is given by

(6-120)

where the reference timet has been introduced already in the third paragraph of Section 6.2.4. In Eq. (6-119), theref

normalized mixing frequency is& = - / (- ) .mix   CMT  CMT  0
*

Table 6.68lists the four numerical values of thefractional�-Group,� , for AP600, APEX, ROSA, and SPES,sub, RPV

respectively. The volumesV andV are listed in Appendix 1. The other reference parameters in Eq. (6-120) areDC  LPL

computed through EXCEL as shown in Appendix 5.4.
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Table 6.68 �-Groups for Reactor Pressure Vessel Liquid Subcooling During Phase 4

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

RPV Subcooling(Eq. (6-120)) � 0.50sub, RPV

APEX: charact. time
of depressuriz.t , isref

less than ½ of that of
AP600 and CMT
flow is low; low
charact. time of

depressuriz.,t , inref

SPES.

Differences between the entries in Table 6.68 imply differences in the RPV subcooling temperature response to CMT
flow and, consequently, they show the strength ofscale distortion relative to AP600for CMT flow during Phase 4 on
RPV subcooling temperature change.

Based on the adopted definition for “distorted” given in Section 4.6, Table 6.67 revealstwo distortions of RPV
temperature response, one in APEX and one in SPES. The scale distortions are the result of low CMT flows in
APEX and distorted reference times characteristic of depressurization in APEX and ROSA. The scale distortions
produce less subcooling in APEX and SPES and are, therefore, conservative.

6.2.4.4 Flow Rates, Inertia and Impedance for Phase 4

As explained in Section 6.2.3.4, the number of loops and the loop configurations in AP600, APEX, ROSA, and SPES
are the same during Phases 2, 3 and 4. The flow through the ADS-123 and ADS-4 valves is, as the break flow,
determined by system pressure through quasi-steady momentum and mass balances for equilibrium critical, transonic
or subsonic flows, rather than by inertia and flow impedances. Since all facilities have the same level elevations in
the PRZ, CMTs, and the PRHR system is filled with steam on the tube side, there are no significant differences in the
fluid density distributions among the facilities. The scaling for the momentum balance is dominated by the geometry
affecting inertia and form losses (inertia). Therefore, evaluation for Phase 4 of the scaling groups presented in Section
6.2.2.4 for the momentum balance, Eq. (6-68), for natural circulation would not reveal any new scale distortions
beyond those presented in Section 6.2.2.4 for Phase 2. The evaluation for Phases 3 and 4 of the scaling groups
presented in Section 6.2.2.4 for the momentum balance and is, therefore, omitted.

6.2.5 Phase 5, IRWST and SUMP Injections

This section presents the results of the numerical evaluation of the�-Groups for the Phase 5, the phase of RPV
injection from the In-containment Refueling Water Storage Tank (IRWST) and the sump. See Table 3.1 on Page 3-2
which shows that this phase begins when the system pressure is sufficiently low for gravity draining from the IRWST
and continues for the AP600 indefinitely, but ends for APEX, ROSA, and SPES with the termination of the respective
experiment. Injection from the Sump is initiated by check valve action when the IRWST and Sump level elevations
are equal. Figure 3.1 identifies Phase 5 in the system pressure versus time plot, which shows that the system pressure
is near containment pressure. Table 3.1 lists the major events of Phase 5, and a brief description of Phase 5 is given
in Section 3.5. The distribution of subcooled liquid, two-phase mixture, single-phase vapor, and nitrogen at the
beginning of Phase 5 is shown also in Table 3.1.

There are no scaling groups of depressurization computed for Phase 5 because the system depressurization is completed
during Phase 4.
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Presented in this section are the scaling groups for Reactor Pressure Vessel (RPV) inventory depletion, PRZ inventory
draining, IRWST inventory draining, RPV energy change, RPV subcooling temperature change, and system
momentum for the flow rates from IRWST, PRZ, and CMTs. The scaling groups are presented in the causative process
related and fractional forms the characteristics and advantages of which are explained in Section 4.4.5.

ADS-123 and 4 valves and the break are modeled to continue discharging, but under the influence of gravity rather
than excess pressure above containment pressure. The reference time for scaling Phase 5 is the time it takes to empty
the specified liquid volume in the IRWST with the initial draining volumetric flow rate

(6-121)

whereW is the mass flow rate in one Direct Vessel Injection (DVI) line and computed by solving Eqs. (5-67)IRWST

through (5-73) and (5-75), using MATHCAD. The MATHCAD results are tabulated in Appendix 5.5. The estimated
reference mass flow rates for IRWST, ADS-4, and the break are compared with experimental data in the section for
Phase 5 of Table 5.15 in Chapter 5.

Geometric parameters, including form loss coefficients and flow resistances (see Eq. (5-41)), which are needed for
scaling of Phase 5 equations are listed in Appendix 1.Initial conditions used for normalizing the modeling equations
of Phase 5 are given in Appendix 4.6. The reference elevations are computed in Appendix 5.5.

6.2.5.1 Depressurization

Depressurization is not scaled for Phase 5, because the system depressurization is completed during Phase 4.

6.2.5.2 Inventory Changes During Phase 5

For Phase 5, the change of inventory is scaled for the Reactor Pressure Vessel (RPV), the Pressurizer (PRZ), and the
In-containment Refueling Water Storage Tank (IRWST).

Inventory Change of Reactor Pressure Vessel During Phase 5

The Reactor Pressure Vessel (RPV) is modeled to receive, at the beginning of Phase 5, coolant from the In-containment
Refueling Water Storage Tank (IRWST), (2 ·W ), which enters through the Direct Vessel Injection (DVI) lines,IRWST

and to lose coolant through the Hot Legs (W + W ) and through the Cold Legs (W + W + W ) whereW1A  1B       CL, A  CL, B  bk   CL, B

is the flow downstream of the break. Figure 5.10 on Page 5-15 displays the flow directions that are implied in the sign
convention for the mass flow rates of the RPV mass balance, Eq. (6-122) below. The Hot and Cold Leg flows,W ,1A

W , W , andW , are replaced by the components flows,W , W , andW , respectively, through the Surge1B  CL, A   CL,B        SRL ADS-4   SG

Line, ADS-4 valves, and into the Steam Generators. This yields the RPV mass balance in therm of the state variable
mass flow rates defined by Eqs. (5-67) through (5-73) and (5-75):

(6-122)
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whereW is the net mass storage in the Steam Generator (lower plena). After expressing the RPV inventory in termsSG

of the level elevation in the RPV Upper Plenum, and after scaling, one obtains the causative process related (cf.
Section 4.4.5.1) of the scaled RPV inventory equation

(6-123)

The�-Group ofRPV volumetric compliancein Eq. (6-123) is the ratio of the RPV response over the system reference
time, where the RPV response time equals the time it would take to fill the reactor core with the IRWST flow

(6-124)

The�-Group ofRPV inventory change due to PRZ drainingin Eq. (6-123) is the ratio of SRL over IRWST mass flow
rates

(6-125)

The�-Group ofRPV inventory change due to break flowin Eq. (6-123) is the ratio of break over IRWST mass flow
rates

(6-126)

The�-Group ofRPV inventory change due to break flowin Eq. (6-123) is the ratio of ADS-4 over IRWST mass flow
rates

(6-127)

The�-Group ofRPV inventory change due to break flowin Eq. (6-123) is the ratio of net SG mass in-flow over
IRWST mass flow rates

(6-128)
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The net mass in-flow of the Steam Generators turned out to be zero because there was no condensation on account of
the hotter secondary side; the net out-flow due to vapor expansion at nearly constant pressure was neglected. All the
mass flow rates appearing in Eqs. (6-124) through (6-128) are computed from the momentum balances, Eqs. (5-67)
through (5-73) and (5-75).

Table 6.69below presents the numerical values of thecausative process related�-Groups for RPV inventory change
during Phase 5. Thecausative process related�-Groups in Table 6.69 show the significance of phenomena (RPV
volumetric compliance) and processes (external mass flow ) relative to the process of IRWST injection.

Read Table 6.69 according to explanations given on Page 6-24 for Table 6.1. Geometric parameters, including form
loss coefficients and flow resistances (see Eq. (5-41)), which are needed for scaling of Phase 5 equations are listed in
Appendix 1.Initial conditions used for normalizing the modeling equations of Phase 5 are given in Appendix 4.6. The
reference elevations are computed in Appendix 5.5.

Table 6.69 Causative Process Related�-Groups for RPV Inventory Change During Phase 5

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

SRL Drainage (Eq. (6-125)) 3.5 5.8

APEX: SRL flow to
low by factor 33,
relative to design

flow rate ratio

ADS-4 Discharge in Loop A
(Eq. (6-127)) 3.4 3.4

APEX: IRWST flow
is 50% smaller than
required for design

flow ratio, but ADS-
4 flow is 4 times and
14 times lower in A
and B, respectively

ADS-4 Discharge in Loop B
(Eq. (6-127)) 1.0 3.3

IRWST Injection(reference) 1 1 1

Break Flow (Eq. (6-126)) 0.1 0.1 0.1 0.1

Volumetric Compliance
(Eq. (6-126)) 0.01 0.01 0.01 0.01

SG Storage flow is near zero but
 (Eq. (6-128))

0.0 0.0 0.0 0.0 into SGs

Table 6.69 shows PRZ drainage to be most important for RPV inventory, at least at the beginning of Phase 5, for
AP600, ROSA, and SPES. The very small volumetric compliance shows a very fast thermal response of RPV to the
convective flow from IRWST.APEX has two conservative scale distortionsdue to low flows in the Surge Line, DVI
Line from IRWST, andone conservative scale distortiondue to lower ADS-4 flows.



�
ÚL, WSRL

�
ÚL, WADS	4,A

�
ÚL, WADS	4,B

�
ÚL, WIRWST

�
ÚL, Wbk

�
ÚL, WSG

6. Scaling Groups

NUREG/CR-55416 - 95

Table 6.70presents the numerical values of thefractional�-Groups for RPV inventory change during Phase 5. The
fractional form of the scaled vapor volume equation is obtained by dividing Eq. (6.123) by the RPV volumetric
compliance scaling group defined by Eq. (6-124). The numerical values of thefractional�-Groups in Table 6.70 for
RPV inventory change during Phase 5 are obtained by dividing the elements of the first five and the last rows with
numerical data in Table 6.69 by the respective elements in the sixth row of Table 6.69. Thefractional�-Groups show
the impact that PRZ, ADS, and break flows have on the time-rate of system liquid inventory change.

Table 6.70 has the same layout as Table 6.69. Eachcolumnentry in Table 6.70 showshow muchthe tangent of the
RPV liquid level elevation vs. time curve in Figure 4.3 is rotated from the horizontal by the phenomenon associated
with the row of the entry and, consequently,how importantthat phenomenon is during Phase 5. Differences between
the entries in arow of Tables 6.69 and 6.70 imply differences in the RPV level response due to the phenomenon
associated with that row and, consequently, they show the strength ofscale distortionfor that phenomenon on RPV
inventory depletion during Phase 5.

Tables 6.69 and 6.70 show that the RPV liquid change is dominated in AP600, at least at the beginning of Phase 5,
by drainage from the Pressurizer through the Surge Line (dominant process), by ADS-4 discharge flows, and by
IRWST injection (both flows are processes of first-order importance; see the in the third columns of
Tables 6.69 and 6.70). As described before for Table 6.69, Table 6.70 shows also ( in APEX column) that
there arethree significant scale distortions in APEXdue to distorted SRL and ADS-4 flows which are caused by
large flow resistances in APEX surge and ADS-4 lines, and by a lower liquid level elevation in the Pressurizer in
APEX. One scale distortion is due to low flow in the Surge and DVI Lines and conservative. The other two scale
distortions are due to lower ADS-4 flows and also conservative, because the low ADS-4 flow causes the RPV mixture
level to be depressed more in APEX than in AP600.

Table 6.70 Fractional�-Groups for RPV Inventory Change During Phase 5

Definition of�-Group CommentsSymbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

SRL Drainage (Eq. (6-125) and
Eq. (124)) 542 719

APEX: SRL flow too
low by factor 33,
relative to design

flow rate ratio

ADS-4 Discharge in Loop A
(Eq. (6-127) and Eq. (124)) 526 420

APEX: IRWST flow
is 50% smaller than
required for design

flow ratio, but ADS-
4 flow is 4 times and
14 times lower in A
and B, respectively

ADS-4 Discharge in Loop B
(Eq. (6-127) and Eq. (124)) 150 418

IRWST Injection(reciprocal of
Eq. (124))

191 154 125

Break Flow (Eq. (6-126) and Eq.
(124)) 7.4 22.6 19.9 7.1

SG Storage
 (Eq. (6-128) and Eq. (124))

0.0 0.0 0.0 0.0
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Inventory Change of Pressurizer During Phase 5

The scaling of RPV inventory showed that the draining of fluid through the Surge Line (SRL) from the Pressurizer
(PRZ) is important for the vessel inventory change at least at the beginning of Phase 5. While liquid is being drained
through the Surge Line, back flow into the PRZ through the ADS-123 lines from the submerged spargers in the IRWST
is being prevented by vacuum breaker valves which maintain containment pressure in the gas space above the liquid
level in the Pressurizer. The scaled inventory equation applies to the PRZ volume as the control volume, and reads

(6-129)

where the�-Group ofPRZ volumetric complianceequals the ratio PRZ over IRWST drain times

(6-130)

The cross-sectional area of the Pressurizer,A , is taken from Appendix 1. The densities! and! are listed inPRZ          f  l

Appendix 4.6. The mass flow rates appearing in Eq. (6-130) are computed from the momentum balances, Eqs. (5-67)
through (5-73) and (5-75); the results are listed in Appendix 5.5. Table 6.71 below presents the numerical values of
thecausative process related�-Groups for PRZ inventory change during Phase 5. The singlecausative process
related�-Groups in Table 6.71 show s only how important the PRZ volumetric compliance is relative to PRZ draining
and possible scale distortions in APEX, ROSA, and SPES.

Table 6.71lists the causative process related�-Groups for inventory change in the Pressurizer during Phase 5. The
�-Group is interpreted in the text above, next to the defining equation, Eq. (6-130), as indicated in the first column
of Table 6.71. The second column shows the symbol of the�-Group appearing in the scaled equation, Eq. (6.129),
the third through sixth columns list the numerical values of the�-Group for the AP600 and the three related facilities
APEX, ROSA, and SPES, and the last column is for comments explaining distortions. Equation (6-129) has only one
causative process related (or driving) term. The volumetric compliance is extremely small for all facilities, which
indicates that PRZ draining is completed in a small fraction of the IRWST draining time(see Eq. (6-121) for the
expression of IRWST draining time).

Table 6.71 Causative process related�-Groups for PRZ Inventory Change During Phase 5

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

PRZ Drainage
(reference) 1 1 1

PRZ Volumetric Compliance
(Eq. (6-130))

1.8e-03 3.0e-02 2.0e-03 9.4e-04

Table6.72presents the numerical values of thefractional�-Group for PRZ inventory change during Phase 5. The
fractional form of the scaled equation for liquid level elevation is obtained by dividing Eq. (6.129) by the�-Group
of PRZ volumetric compliance,� , which is defined by Eq. (6-130). The numerical values of thefractional�-VC,PRZ

Group for PRZ level motion during Phase 5., shown in Table 6.72, are, therefore, the reciprocal of the respective
elements in the last row of Table 6.71.
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Table 6.72 Fractional�-Group for PRZ Inventory Change During Phase 5

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

PRZ Drainage
(reciprocal ofEq. (6-130)

503 1069

APEX: SRL flow too
low relative to

design flow rate
ratio

Thefractional�-Group in Table 6.72 shows the impact that the SRL drainage has on the time-rate of liquid inventory
change in the PRZ during Phase 5 (refer to Section 4.4.5.2). Each entry in Table 6.72 showshow muchthe tangent
of the PRZ level elevation vs. time curve in Figure 4.3 is rotated from the horizontal by the PRZ draining. Differences
between the entries in therow of Table 6.72 imply differences in the PRZ level response to gravity draining and,
consequently, they show the strength ofscale distortion relative to AP600.

Table 6.71 shows that IRWST draining provides a quasi-steady environment for rapid PRZ draining is. Table 6.72
shows that PRZ draining is completed in APEX in the small fraction of 1/559 of the Phase 5 reference time, but that
it takes 1/33 of the IRWST draining time in APEX. The rate of PRZ draining is important at the beginning of Phase
5 when the minimum RPV inventory is expected to occur. The dischargerate is not important for the RPV inventory
afterward, since the entire PRZ content is discharged into the vessel. Therefore, the scale distortion of PRZ draining
in APEX during IRWST injection is conservative.

Inventory Change of In-containment Refueling Water Storage Tank During Phase 5

The scaling of RPV inventory showed that the injection of fluid through the Direct Vessel Injection (DVI) line from
the In-containment Refueling Water Storage Tank (IRWST) is also important for the vessel inventory change during
Phase 5. The IRWST drains through the DVI lines, but receives liquid condensate and liquid from the ADS-123
system discharge. The condensate stems from the vapor portions of ADS-123 and ADS-4 discharges. The scaled
inventory equation applies to the volume of the IRWST as the control volume, and reads

(6-131)

where the�-Group of IRWST volumetric complianceequals 1 because the IRWST draining time is the system
reference time, where the�-Group ofIRWST draining, also equals 1 because the IRWST drainage mass
flow rate is taken as reference mass flow rate, and where the�-Group of IRWST condensate return flow is the ratio
of total condensate over IRWST drainage mass flow rates

(6-132)

The core exit quality, (x ) , at the beginning of Phase 5 is computed from Eq. (5-66), with the drift-flux parameterse 0

evaluated for bubbly flow. The mass flow rates appearing in Eq. (6-132) are computed from the momentum balances,
Eqs. (5-67) through (5-73) and (5-75); the results are listed in Appendix 5.5. Table 6.73 below presents the numerical
values of thecausative process related�-Groups for IRWST inventory change during Phase 5 (see Section 4.4.5.1
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for the significance ofcausative process related�-Groups). The singlecausative process related�-Groups in Table
6.71, which differs from unity, show s only how important the condensate return flow is relative to IRWST draining
through the DVI lines, and possible scale distortions in APEX, ROSA, and SPES.

Table 6.73 Causative Process Related and Fractional�-Groups for
IRWST Inventory Change During Phase 5

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

IRWST Volumetric
Compliance(by definition)

1 1 1

IRWST Drainage
(reference) 1 1 1

IRWST Condensate Return
Flow (Eq. (132))

2.1e-02 2.9e-03 2.3e-02 3.1e-02

Table 6.73presents the causative process related�-Groups for IRWST inventory change during Phase 5. There is
no numerical difference between thecausative process related�-Groups introduced in Section 4.4.5.1 and the
fractional �-Groups that were introduced in Section 4.4.5.2, since the IRWST volumetric compliance is unity on
account of the equality between IRWST and system response times. The numerical values of the Fractional�-Groups
are shown in the last two rows of Table 6.73. Table 6.73 is arranged in the same way as the previous tables in Section
6.2; see Page 6-24 for the explanation of Table 6.1.

Table 6.73 shows that condensate return flow is the least important process for the IRWST inventory change during
Phase 5, and thatIRWST drainage during Phase 5 is scaled by all test facilities without distortion.

6.2.5.3 Temperatures During Phase 5

The important temperature change of the primary system during Phase 5 is the subcooling temperature in the reactor
vessel, because the subcooling temperature determines, for given decay heating power and given flow rates, the amount
of vapor formation in the reactor vessel. The rate of vapor generation in the Reactor Pressure Vessel (RPV) is modeled
in terms of the RPV total internal energy,U , the subcooling enthalpy,h, and the nonboiling length,z .RPV     l      �

RPV Internal Energy

The change of internal energy is modeled with The energy balance applied to The control volume containing The
coolant in The RPV. The mass balance for The same control volume is modeled in Section 6.2.5.2 (see Page 6-90).
Enthalpy flows are entering through The Direct Vessel Injection (DVI) lines. Enthalpy flows are leaving through The
Hot Legs and Cold Legs. The energy balance is

 

(6-133)



hm CRE
= hl CRI

�

ÚQCR

WCR

.

!l Vl

dhl

dt
= hIRWST� hl MWIRWST� hf � hl WCR � !l ACR Úz

�
,

�TC, RPV

dU�

RPV

dt�
� �T,ûh, RPV

dL�

RPV

dt�
= hIRWST� hl DC

�

MW�

IRWST

� �T, ÚQ, RPV hCRE� hl DC

�

MW�

HL,

�TC, RPV =
ûURPV 0

!l VIRWSTûhRPV 0

.

�T, ûh, RPV = �VC, RPV

hl 0

ûhIRWST 0

,

ÚQCR,

WCR » !l ACR Úz
�
,

dL�

RPV/dt� ,

6. Scaling Groups

NUREG/CR-55416 - 99

where the enthalpy of the IRWST fluid is taken to equal the initial enthalpy,h = (h ) , the enthalpy of theIRWST  IRWST0

subcooled liquid is governed by the energy balance, Eq. (6.135) below, for the fluid contained in the Downcomer (DC),
Lower Plenum (LPL, subscriptLP), and core entrance section (CE), and the core exit enthalpy is given by

(6-134)

Here, the liquid enthalpy at the core inlet, (h) , is approximated by the volume-average liquid enthalpy in DC, LPL,l CRI

and CE, (h) = (h) , the core heating power, is the specified decay heat, and all mass flow rates in Eqs. (6-133)l CRI  l DC

and (6-135), (6-137) through (6-139), and (6-141) through (6-142) below are computed from the momentum balances
given by Eqs. (5-67) through (5-73) and (5-75); the results of the computation are listed in Appendix 5.5.

The enthalpy of the subcooled liquid is governed by the energy balance for the fluid contained in the Downcomer (DC),
Lower Plenum (LPL, subscriptLP), i.e., inV = V + V + Vl  DC  LP  CE

(6-135)

whereA is the core cross-sectional areaz is the nonboiling length of the core. Since the scaledCR      �

form of Eq. (6-133) is

(6-136)

where the level speed, is given by Eq. (6-123), and where the�-Group ofRPV thermal complianceis the
ratio of RPV thermal response over system reference times which equals the ratio of initial stored excess internal
energy above saturation in the RPV over initial stored excess enthalpy above saturation enthalpy in the IRWST and
is given by

(6-137)

In Eq. (6-136), the�-Group ofRPV versus IRWST temperature differenceor the ratio of the RPV response over the
system reference time, times the ratio of initial liquid over IRWST enthalpies, i.e.,

(6-138)

where the�-Group of RPV of volumetric compliance,� , is defined by Eq. (6-124).VC, RPV
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The�-Group ofRPV heatingin Eq. (6-136) is the ratio decay heating power over core cooling power, times the ratio
of Hot Leg over IRWST mass flow rates

(6-139)

Table 6.74below presents the numerical values of thecausative process related�-Groups for RPV internal energy
change during Phase 5. Thecausative process related�-Groups in Table 6.74 show the significance of phenomena
(RPV thermal compliance) and processes (external enthalpy convection into the RPV) relative to the process of IRWST
coolant injection. See Section 4.4.51 for the significance of thecausative process related�-Groups. The volumes
appearing in the above�-Group definitions are listed in Appendix 1. The other reference mass flow rates are
computed through EXCEL as shown in Appendix 5.5.

To read Table 6.74, recall that each�-Group is interpreted in the text above, next to the equation that defines it, and
the defining equation is indicated in the first column of Table 6.74. The second column shows the�-Group symbol
appearing in Eq. (6.136), the third through sixth columns list the numerical values of the�-Groups for the AP600 and
the three related facilities APEX, ROSA, and SPES, and the last column is provided for comments explaining
distortions, if any.

Table 6.74 Causative Process Related�-Groups for RPV Internal Energy Change During Phase 5

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

RPV versus IRWST
Temperature Difference(Eq.
(6-139))

1.26 1.18 1.38

IRWST Injection(reference) 1 1 1

RPV Heating(Eq. (6-139)) 1.43 1.39 0.84

RPV Thermal Compliance
(Eq. (6-137)) 0.12 0.13

Table 6.75presents the numerical values of thefractional�-Groups for RPV internal energy change during Phase
5. See Section 4.4.52 for the significance of the fractional�-Groups. The fractional form of the scaled energy
conservation equation is obtained by dividing Eq. (6.136) by the RPV thermal compliance scaling group defined by
Eq. (6-138). The numerical values of thefractional�-Groups in Table 6.75 for RPV internal energy change during
Phase 5 are obtained by dividing the elements of the first and the last two rows in Table 6.74 by the respective elements
in the second row of Table 6.74. Thefractional�-Groups show the impact that injection flows have on the time-rate
of RPV internal energy change, i.e., how much they each rotate the initial tangent of the internal energy versus time
curve from the horizontal, as shown in Figure 4.3, or what fraction they contribute to the total change.
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Table 6.75 Fractional�-Groups for RPV Internal Energy Change During Phase 5

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

RPV versus IRWST
Temperature Difference(Eq.
(6-138) and Eq. (6-137))

14.11 9.91 10.28

IRWST Injection(reciprocal of
Eq. (6-137))

11.18 8.38 7.47

RPV Heating(Eq. (6-139) and
Eq. (6-137))

6.30
High RPV heat

transfer in APEX,
ROSA.

Tables 6.74 and 6.75 show that RPV internal energy is governed during Phase 5 by level motion, by the difference
between single-phase liquid temperatures in RPV and IRWST, and by the IRWST injection rate. Tables 6.74 and 6.75
show also that there isone conservative scale distortion each in APEX and ROSAregarding the simulation of RPV
internal energy change during Phase 5, based on the distortion criterion adopted in Section 4.6.

Liquid Subcooling Temperature

Scaling of Eq. (6-135) yields for the time rate of change of subcooling enthalpy in the RPV during Phase 5

(6-140)

In Eq. (6-140) for the time rate of change of subcooling enthalpy in the RPV, the�-Group ofRPV subcooled liquid
thermal complianceis the ratio of RPV subcooled liquid thermal response over system reference times which equals
the ratio of initial subcooled liquid mass in the RPV over initial IRWST mass and is given by

(6-141)

In Eq. (6-140) for the time rate of change of subcooling enthalpy in the RPV, the�-Group ofRPV subcooled liquid
discharge from the downcomerequals the ratio of RPV core over IRWST mass flow rate and is given by

(6-142)
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Table 6.76below presents the numerical values of thecausative process related�-Groups for RPV subcooling
enthalpy (temperature) change during Phase 5. Thecausative process related�-Groups (see Section 4.4.5.1) in Table
6.76 show the significance of phenomena (thermal compliance of single-phase subcooled liquid in the RPV) and
processes (external enthalpy convection into the RPV) relative to the process of IRWST coolant injection. The volumes
appearing in the above�-Group definitions are listed in Appendix 1. The other reference mass flow rates are
computed through EXCEL as shown in Appendix 5.5. To read Table 6.76, see the explanation of table entries on Page
6-24 for Table.

As expected, Table 6.76 reveals that the liquid temperature in the downcomer responds very quickly during the long
time of IRWST draining, and that supply of coolant liquid from the IRWST and the discharge from the downcomer
are equally important for the downcomer liquid subcooling. Table 6.76 shows also that there areno significant scale
distortion for liquid subcooling during Phase 5 in any test facility.

Table 6.76 Causative process related�-Groups for
RPV Subcooling Enthalpy (Temperature) Change During Phase 5

Definition of�-Group CommentsSymbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

IRWST Injection(reference) 1 1 1

Discharge from DC to Core
(Eq. (6-142)) 0.83 0.97 0.92

RPV Thermal Compliance
(Eq. (6-137))

0.02 0.03 0.02 0.01

Table 6.77 Fractional�-Groups for RPV Subcooling Enthalpy (Temperature) Change During Phase 5

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

IRWST Injection(reciprocal of
(Eq. (6-137))

38.7 43.6 77.2

Discharge from DC to Core
(Eq. (6-142) and (Eq. (6-137)) 32.1 42.5 70.8

Table 6.77presents the numerical values of thefractional�-Groups for RPV subcooling enthalpy change during Phase
5. See Section 4.4.5.2 for the significance of the fractional�-Groups and Page 6-24 for the explanation of table entries
in Table.6.77. The fractional form of the scaled energy conservation equation for the subcooled liquid, i.e., the
temperature at the core entrance, is obtained by dividing Eq. (6.140) by the thermal compliance scaling group defined
by Eq. (6-141). The numerical values of thefractional�-Groups in Table 6.77 for core entrance temperature change
during Phase 5 are obtained by dividing the elements of the first two rows in Table 6.76 by the respective elements in
the last row of Table 6.76. Thefractional�-Groups show the impact that injection and discharge flows of downcomer
and Lower Plenum have on the time-rate of core entrance temperature change, i.e., how much these flows each rotate
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the initial temperature versus time curve from the horizontal, as shown in Figure 4.3, or what fraction they contribute
to the total temperature change.

Tables 6.76 and 6.77 indicate both that the RPV liquid subcooling temperature is governed during Phase 5 by IRWST
and core flows. Tables 6.77 and 6.78 show also that there isno scale distortion in any of the three test facilities
on simulating RPV subcooling during Phase 5, based on the distortion criterion adopted in Section 4.6.

Nonboiling Length in Core

The effect of the time rate of change of nonboiling length in Eq. (6-135) was neglected in the derivation of Eq. (6-136),
but the position of the net vapor generation point,z , is needed for computing the initial RPV internal energy, (U ) ,

�           RPV 0

in Eq. (6-137). The position of the net vapor generation point,z , is estimated from�

(6-143)

Equation (6-143) shows that the dynamics of the motion of the net vapor generation point,z , is already scaled by Eqs.�

(6-123) and (6-140).

6.2.5.4 Flow Rates, Inertia and Impedance

It was shown in Section 5.4.2 that the dynamic interaction between IRWST, CMT, PRZ, and RPV, with ADS and
break discharges, takes place in the connecting pipes and that is modeled with the system momentum balance. For
Phase 5, there are six loops with seven junctions modeled for AP600, APEX, ROSA, and SPES, as can be seen in
Figure 5.10, since the two Cold Legs are combined. Check valves prevent CMT Accumulator back flows. The PRZ
vacuum breakers are open and impose containment pressure on the space above the liquid in the PRZ. For natural
circulation, the flows are driven entirely by gravity and retarded by friction and form losses. Inertia terms are neglected
because of the hour-long duration of Phase 5.

The system of six quasi-steady momentum balances is given by Eqs. (5-67) through (5-73) in Section 5.5.4. The
system of momentum balances is combined with the three mass balances given by Eqs. (5-75).

The six loops are: (1) Loop A, (2) Loop B, (3) the loop from Containment through PRZ and ADS-4(A) and back to
Containment, (4) the loop from Containment through PRZ and ADS-4(B) and back to Containment, (5) the loop from
Containment through IRWST and ADS-4(A) and back to Containment, and (6) the loop from Containment through
IRWST and out through the break back to Containment. The three mass balances given by Eqs. (5-75) apply to the
RPV, and the Cold Legs of Loop A and of Loop B.

The scaled momentum equation, Eq. (6-68), with the inertia term set equal to zero, yields a single�-Group,� ,RS, GR

of global flow impedancewhich equals the ratio of loop impedance over driving gravity forces, as defined in Eq. (6-
71). The main loop and reference loop is the loop from Containment through IRWST and ADS-4(A) and back to Con-
tainment.

Table 6.78 lists the numerical values of� for global flow impedance during Phase 5. The table shows, asRS, GR

expected, that gravity and resistance forces balance and that there isno significant global scale distortion in the
forces of any one of the test facilities.
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Table 6.78 �-Groups for Global Flow Impedance During Phase 5

Definition of�-Group Comments
Symbol of
�-Group

�-Groups for

AP600 APEX ROSA SPES

Flow Impedance(Eq. (6-71)) 0.70 0.74 1.73�RS, GR

Gravity (reference) �GS, GR 1 1 1

As shown in Eq. (6-68), one needs to consider in Eq. (6-68) the scaling arraysS , andS of gravity and impedanceG   �

distribution. The evaluation of the gravity metric,S , is based here on density, instead of the temperature differenceG

indicated in Eq. (6-63). The impedance metric is defined by Eq. (6-64).

The reference component elevations are taken from Appendix 1; the initial reference level elevations needed for
evaluating Eqs. (6-63) are computed in Appendix 5.5. The reference flow rates needed to evaluate Eqs. (6-64) are
computed in Appendix 5.5 from the coupled steady-state momentum balances, Eqs. (5-67) through (5-73).

Table 6.79presents the numerical values of the gravity metric (vector,S ) for the AP600 and the test facilities APEX,G

ROSA, and SPES and shows that the gravity forces of Loops A and B are insignificant, the gravity forces of PRZ and
IRWST elevations are equally important, and that there isno significant scale distortion of gravity force
distribution .

Table 6.79 Gravity Metric for Six-Loop IRWST Injection During Phase 5

Loop Scaling Comments
Symbol of

Metric

Scaling Metric for

AP600 APEX ROSA SPES

Loop A 1.3e-04 2.1-05 4.9e-4 1.8e-03

Loop B 1.3e-04 2.1-05 1.1e-04 2.0e-03

PRZ to ADS-4(A) 0.83 0.89 0.73

PRZ to ADS-4(B) 0.83 0.89 0.76

IRWST to ADS-4(A) 1 1 1

IRWST to Break 0.79 0.91 0.99

Tables 6.80, 6.81, 6.82, and 6.83 present the numerical values of the impedance metric (matrix,S ) for, respectively,
�

the AP600 and the test facilities APEX, ROSA, and SPES. TheS elements are computed from the resistance
�

coefficients and pump impedances in Table A.1.7.1 of Appendix 1 and from the reference flow rates which satisfy Eqs.
(5-67) through (5-73) and are shown in Table A.5.5 of Appendix 5.5.S elements of APEX, ROSA, and SPES which�

differ from the corresponding AP600S elements by more than the factor 2 are considered to reflect distortion and are
�

shown in (see Section 4.6 for the definition of scale distortion).
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Table 6.80 Impedance Metric for AP600 Six-Loop IRWST Injection During Phase 5

Loop Elements of Impedance MetricS of Loop Sections between Branch Points:�
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Table 6.81 Impedance Metric for APEX Six-Loop IRWST Injection During Phase 5

Loop Elements of Impedance MetricS of Loop Sections between Branch Points:
�
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A/B IRWST to
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Table 6.82 Impedance Metric for ROSA Six-Loop IRWST Injection During Phase 5

Loop Elements of Impedance MetricS of Loop Sections between Branch Points:�
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A/B PRZ to
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A/B IRWST to
ADS4/A 0 0 0 0 0 2e-04 0 0 0 0.667 0

A/B IRWST to
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Table 6.83 Impedance Metric for SPES Six-Loop IRWST Injection During Phase 5

Loop Elements of Impedance MetricS of Loop Sections between Branch Points:�
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By comparing the numerical values of Tables 6.81 through 6.83 for APEX, ROSA, and SPES, respectively, with the
corresponding values of Table 6.80 for AP600, one finds that 14, 20, and 19 of 27 elements are distorted by more than
the factor of two, respectively, for APEX, ROSA, and SPES. While the global balance between gravity and friction
forces is scaled in all facilities, thedistribution of impedances is distorted in all test facilities, particularly relative
to the impedance of the IRWST loop to the ADS-4 valves. The distribution of impedances, or flow resistances, governs
during nearly steady-state flow conditions the distribution of flows: the flow from the IRWST prefers the path of least
resistance. When the flow of a test facility has a greater tendency to accumulate in the Reactor Pressure Vessel (RPV)
than it has in AP600 then the flow is called nonconservatively scale distorted (see Section 4.6).

In APEX , the flow prefers, relative to the flow in AP600, to accumulate in the Steam Generators, to leave through the
break, and it finds more resistance in the vessel. Consequently, the flow will not accumulate as readily in the vessel
of APEX as in the vessel of AP600. However, the steam will vent more readily through the ADS-4 valves. This
produces less backpressure in the vessel upper plenum and a higher mixture level in the upper plenum. The RPV-to-
ADS-4 flow resistance in APEX is nonconservatively scale distorted.

In ROSA, the flow is retarded through the break and the ADS-4 valves and finds it easier to get into the vessel due
to five nonconservative scale distortions. ROSA loses PRZ inventory more readily through ADS-4. The associated
scale distortions are conservative.

In SPES, impedances are nonconservatively scale distorted, because the flows in SPES prefer to escape through ADS-
4, to get into the vessel, and have difficulties escaping from the break. The flows prefer to accumulate in the Steam
Generators, and are difficulty to drain from the PRZ. The impedances in these flow paths are conservatively distorted.

6.3 Summary of Scale Distortions and their Interpretation

Scope of Scaling Analysis

Section 6.2 above presents the numerical evaluation of 124causative process relatedand 127fractionalscaling groups
for global phenomena and processes in the primary coolant system of AP600, APEX, ROSA, and SPES. The
advantages of causative process related and fractional scaling methods are given in Sections 4.4.5.1. and 4.4.5.2,
respectively. Thecausative process relatedscaling or�-Groups scale, compare, and rank phenomena relative to the
respective causative process, which initiates a phase. Thecausative process relatedscaling method affords the
determination of the relative speed of the transient with a single�-Group, the capacitance scaling group. The
fractionalscaling method, on the other hand, exhibits directly the fractional impact of a transport process on the total
time rate of change of a system-defining state variable (pressure, mass inventory, temperature, and flow rate). The
assessment of phenomenon ranking and scale distortion can be achieved with either method. The fractional scaling
method alone is used for the assessment in this section.
 
The number of scaling groups is dictated by the number of governing equations (which equals the number of state
variables: pressure, liquid volume fraction, temperature, and flow rates, see Section 4.4) that is needed to describe the
transient blowdown in

& the entire Primary System,
& the Reactor Pressure Vessel (RPV),
& the Core Make-up Tanks (CMT),
& the Pressurizer (PRZ), and
& the In-containment Refueling Water Storage Tank (IRWST)

during five time segments or phases, with five subphases, as shown in Figure 3.1.
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Important Phenomena

The definition of importance is introduced in Section 4.5. A phenomenon or process is consideredimportantfor a
facility if the associated�-Group is greater than 1/10 of the largest�-Group in the equation and evaluated for that
facility. This choice is based on the common engineering standard of keeping under consideration first-order terms
and ignoring second-order terms. For assessing very important scale distortions, phenomena and processes are said
in this report to have top-priority importance if their associated AP600 scaling groups differ by less than 20% from
the largest�-Group in the same equation.

The same important phenomenon may affect the depressurization, inventory change, and/or temperature change. Such
an important phenomenon appears through more than one important scaling group.

Phase 1has two subphases, covers the initial depressurization and is identified in Figure 3.1. Of the twenty-seven
fractional�-Groups scaling Phase 1, twelve represent processes of first-order importance, but only four arise from top-
priority phenomena: namely the break flow, the thermal contraction and liquid temperature change due to net cooling
of single-phase fluid, and the self-scaling balance of flow resistance by the reactor coolant pumps. The phenomena
of first-order importance for AP600 are identified by green numbers in the AP600 columns of the�-Group matrices
(tables) in Section 6.2,�-Groups of top-priority phenomena are printed in bold green.

Phase 2has four subphases as shown in Figure 3.1 and covers the passive heat removal. Forty-four fractional�-
Groups scale Phase 2. Thirty of these fractional scaling groups are of first-order importance. Of top-priority
importance is phase change in Steam Generators, Pressurizer, and Core Makeup Tanks (CMT), thermal expansion
due to net heating of liquid, stored energy in liquid, CMT circulation flow, and heat transfer in the Passive Residual
Heat Rejection System.

Phase 3covers the first three stages of depressurization by the Automatic Depressurization System (ADS). See Figure
3.1. Of the 12 fractional�-Groups of Phase 3, five represent processes of first-order importance, but only three top-
priority phenomena are caused by two flows, the ADS-123 valve flow and the CMT drainage flow. The ADS-123 flow
is governed by the important ADS-123 orifice dimensions.

Phase 4covers the fourth and last depressurization stage by ADS-4. See Figure 3.1. Twenty-eight fractional�-Groups
scale Phase 4. Fifteen of these fractional scaling groups are of first-order importance. Eight top-priority�-Groups
identify (1) ADS-4 valve flow, (2) phase change in reactor core, CMTs and PRZ, (3) the PRZ discharge into the
primary system, and (4) the CMT flow as the most important phenomena for system depressurization, and for RPV,
CMT, and PRZ inventory changes during Phase 4.

Phase 5is the phase of coolant injection from the In-containment Refueling Water Storage Tank (IRWST). Sixteen
fractional�-Groups scale Phase 5. Thirteen of these fractional scaling groups are of first-order importance. Eight
top-priority�-Groups indicate great importance of PRZ discharge to RPV and PRZ inventory, IRWST drainage flow
to IRWST inventory and RPV subcooling temperature, IRWST temperature to RPV subcooling temperature, and the
match between flow impedances and gravitational forces in the IRWST flow loop.

The number of evaluated global scaling criteria or�-Groups that are of first-order importance for any time period or
subphase varies between five (for Subphase 1.2, or initial depressurization after scram) and 18 (for Subphase 2.1, or
passive heat removal before Accumulator activation). Except for the high-pressure limitation in APEX for Phase 1,
it appears possible to meet, by proper design and test operation, in principle, all important scaling criteria in the test
facilities for any phase because the modest number of scaling groups (�19) contain a much larger number of adjustable
geometric and operating parameters. However, it appears impossible to meet all the 75 important scaling criteria for
all the phases of the transient simultaneously.
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Scale Distortions

Section 4.6 defines scale distortion and conservative scale distortion for this report. A phenomenon or process is taken
to be scale-distorted in a test facility, relative to the same phenomenon or process in the AP600 if the ratio of test
facility over AP600�-Groups is less than ½ or greater than 2. This implies a difference of the order of 100%. Since
the adoption of this convention affects the number of important scale distortions, we have repeated the count of
important scale distortions with the criterion of “less thanD or greater than 3,” to indicate the sensitivity of the
assessment to the thresholds of ½ and 2. It turns out that for each test facility approximately half the fractional�-
Groups outside the {½, 2} bracket fall also outside the {D, 3} bracket. A scale distortion is called conservative if the
associated process tends to reduce RPV inventory and subcooling temperature in the test facility more than in the
AP600.

Based upon the {½, 2} criterion adopted in Section 4.6,all important global phenomena are scaled without
distortion in at least one test facility, except for these two phenomena:

(1) Flow inertia, or the ratio of inertia over pump forces during Phase 1, the Initial Depressurization Phase.
See Table 6.8. APEX does not scale this phase at all; ROSA and SPES have disproportionally low inertia
during normal loop operation.This distortion has no impact on minimum reactor vessel inventory.

(2) The effect of Reactor Pressure Vessel (RPV) Injection from the Pressurizer (PRZ), during Phase 4, the
ADS-4 Blow-down Phase. See the Scaling Group in Table 6.63. This scaling group equals the
product of the characteristic time (of depressurization) for Phase 4 times the characteristic frequency for
PRZ injection, i.e. the mass flow rate in the surge line divided by the liquid inventory in the RPV. Table
6.63 reveals that at the start of Phase 4 the rate of injection from the PRZ into the RPV wouldfill the
AP600 RPV in one third of the Phase 4 depressurization time, while it would take only one seventh of the
Phase 4 depressurization time in APEX. ROSA and SPES have inflows into the PRZ at the initial rates
which wouldemptythe RPV, respectively in one fourth and one half of the Phase 4 depressurization time.

The distortion is caused in APEX by disproportionally low ADS-4 flow, and in ROSA and SPES there is
inflow into the PRZ, instead of outflow due to low liquid level elevation in the PRZ.The scale distortion
of PRZ Surge Line flow in all test facilities could affect the inventory at the beginning of Phase 5 when
the minimum RPV inventory is expected to occur. Based on the greater RPV injection rate in APEX and
the PRZ inflow (and the corresponding RPV inventory loss) in ROSA and SPES, one concludes that the
Phase 4 simulation of AP600 isnon-conservative in APEXandconservative in ROSA and SPES. However,
APEX appears to discharge more liquid than AP600 through the ADS-4 valve on the PRZ side, and as a
result may simulate AP600conservativelyalso. The effects from a combination of opposing scale
distortions needs to be determined by simulation.

Thefractional�-Groups or global scaling criteria of first-order importance that are presented in Section 6.2 show that
23 (or 33%) are scale-distorted for APEX, 21 (or 28%) for ROSA, and 12 (or 19%) for SPES. Sections 6.3.1 through
6.3.3 below summarize the causes for scale distortions and their grouping in conservative and nonconservative scale
distortions.
The assessment of scale distortion below applies totransientsonly. While the conservation equations of Chapter 5 may
be applied also to steady-state conditions, the capacitance terms appearing in Sections 6.1 and 6.2 would not enter the
scaling analysis for steady-state conditions. The distortions arising from capacitance terms would not come into the
assessment of scale distortion for steady-state conditions.

6.3.1 Global Scale Distortions in APEX

APEX was designed, built, and operated after the completion of a scaling analysis [7]. APEX has the largest number
of, namely twenty-three, scale distortions, butseventeen are conservativeandnine are explained by only five causes:
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(1) Low-pressure thermophysical properties have not been properly scaled. The ratiov / h of specific volumefg  fg

over enthalpy changes increases strongly with decreasing pressure becausev grows much more stronglyfg

thanh as the pressure decreases. The ratio affects the mechanical compliance,$ , that is defined by Eq.fg            V

(5-9). The mechanical compliance affects the depressurization rate, the characteristic time of de-
pressurization, and the internal flow rates caused by internal dilation of two-phase regions. The ratiovfg

/ h also affects separately the volume generation or annihilation rate due to phase change. The ten scalefg

distortions caused by low-pressure thermophysical property effects are given in Tables 6.24, 6.25 (secondary
system depressurization), 6.27, 6.31 (2), 6.37, 6.41, 6.59, 6.61, and 6.68. It is shown in Section 6.2 that
only three of these ten scale distortions are nonconservative(see Tables 6.25, 6.61, and 6.68), the
remainingseven are conservative.

(2) Low PRHR heat transfer rates, relative to the nominal decay heating power, is responsible for the five scale
distortions given in Tables 6.24, 6.27, 6.29, 6.33, and 6.54.All five scale distortions are conservative.

(3) Low PRHR flow rates due to high flow impedance is responsible for the two scale distortions of thermal
expansion by decay heating, and of PRHR cooling during Phase 2, as presented in Tables 6.27 and 6.41.
The PRHR cooling distortion shown in Table 6.37, and the stored-energy distortion shown in Table 6.41
are caused by low-pressure effects on thermophysical propertiesandby low PRHR flow rates.The three
scale distortions are conservative.

(4) Low ADS-4 flow rate, relative to the design flow ratio, is responsible for the two scale distortions of PRZ
injection and of ADS-4 discharges from both loops, as presented, respectively, in Tables 6. 63 and 6.70.
Both scale distortions affect RPV inventory,the first and nonconservative scale distortionapplies to Phase
4, the second and conservative scale distortionto Phase 5.

(5) Low SRL flow due to high SRL resistance and low liquid level in PRZ during Phase 5 is the cause of one
scale distortion in two components, namely of RPV and of PRZ inventory changes due to SRL drainage
during Phase 4 (see Tables 6.70 and 6.72). The scale distortion isnonconservative.

The causes for the remaining 4 scale distortions are:

(6) low CMT flow in Phase 2.1, causing aconservativescale distortions in CMT circulation flow (see Table
6.38);

(7) low main loop impedance in Phases 2 through 4 (see Table 6.43), which causes the natural-circulation flow
in APEX to bypass the RPV, anonconservative scale distortion;

(8) low ADS-4 flow in Phase 5 causes poor RPV venting and lowering of the RPV mixture level , aconserva-
tivescale distortion (see Table 6.70);

(9) low RPV thermal heat capacity and large core heating during Phase 5 cause the core heating to be
conservativelydistorted, as shown in Table 6.75.

This shows thatnine phenomena are scale-distorted in APEX, five of these conservatively. These nine phenomena
are the cause for the twenty-three first-order global scaling criteria not being met.

6.3.2 Global Scale Distortions in ROSA

There is no previously published scaling analysis available in support of simulating AP600 with ROSA. According
to the fractional�-Group evaluations presented here, ROSA has the total of twenty-one scale distortions. Only three
arenonconservative. Five causes are responsible for the distortions of the fifteen first-order scaling criteria:
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(1) Low initial core power, i.e., only 16% of the scaled-down full power, is used at the start of the test and is
responsible for the five scale distortions during Phase 1, as presented in Tables 6.6, 6.18, 6.20, and 6.22.
The low core power results in low Steam Generator cooling power and a smaller thermal contraction rate,
which causes a slower depressurization. The two scale distortion of primary system subcooling temperature
shown in Table 6.6 arenonconservative, the ones in Tables 6.18 and 20 cancel each other, and the scale
distortions in Tables 6.18 and 22 are the same andconservative. While the scale distortion is significant
for code assessment of Phase 1, it is not important for simulating minimum inventory occurring during
Phase 5.

(2) Relatively low heat transfer in the PRHR causes threeconservativescale distortions of thermal expansion
and phase change effects during Phase 2, and condensation in the PRHR during Phase 3, as presented in
Tables 6.24, 6.27, and 6.54. The reference heat transfer rates, which were used for evaluating the�-
Groups associated with the distortions, were confirmed with experimental data. The low PRHR cooling
power affects the subcooling temperature later in Phase 4 and the core heat transfer at the beginning of
Phase 5.

(3) Low inertia in the ROSA main cooling loops gives rise to three scale distortions during Phases 1 and 2, as
presented in Tables 6.8 and 6.43. See also Item (1) at the beginning of Section 6.3, concerning phenomena
that are not simulated by any test facility. While this scale distortion affects code assessment of Phases 1
and 2, it is not important for simulating minimum inventory occurring during Phase 5. The scale-distorted
inertia affects the flow response to break and valve openings, intermittent pipe clearing by falling and rising
liquid levels, and to condensation surges, but not the slow natural circulation flows which follow these
transition events. Test facilities with low flow inertia may exhibit flow fluctuations that will not occur in
AP600. Test facilities with low inertia miss the inertia coupling of loops that is needed for code assessment.

(4) Large heat capacities of the Reactor Pressure Vessel and its internal structures cause the twoconservative
scale distortions of stored energy, as presented in Tables 6.37 and 6.41. While these two scale distortions
are listed only in tables of Phase 2, they prevail also in Phases 3 through 5 and cause disproportionally high
RPV heat transfer during these phases.

(5) Low flow rates through the Pressure Balance Line during Phase 4 causes the twoconservativescale
distortions of PBL flow and phase change in the CMTs, as presented in Table 6.65. This scale distortion
affects RPV inventory at the beginning of Phase 5, during which that inventory reaches its minimum.

The causes for the remaining six scale distortions are:

(6) Low loop flow impedance causes the second scale distortion of ROSA during Phases 2 through 4, as shown
in Table 6.43. The impedance determines flow distributions between components of the primary system
during Phases 3 and 4, and the inventory in the Pressurizer, Steam Generators, and CMTs at the beginning
of Phase 5. The low loop flow impedance diverts the coolant from the reactor vessel and causes low core
flow. This scale distortion of ROSA is, therefore,conservative.

(7) Low CMT flow rate and low CMT heat transfer cause thenonconservativescale distortion of CMT
condensation during Phase 3, as shown in Table 6.58. This distortion affects also code assessment of CMT
phase change.

(8) Low RPV subcooling causes the scale distortion of heat transfer and vapor generation in the core during
Phase 4, as shown in Table 6.59. Thisconservativescale distortion affects the inventory at the beginning
of Phase 5.

(9) The effect of Reactor Pressure Vessel (RPV) Injection from the Pressurizer (PRZ) is scale-distorted during
Phase 4, as seen in Table 6.63. Theconservativescale distortion is causes up-flow into the PRZ in ROSA,
instead of outflow. The reverse SRL flow is due to low liquid level elevation in the PRZ. According to



6. Scaling Groups

NUREG/CR-5541 6 - 112

Table 6.63 the coolant injection from the PRZ into the RPV lasts one third of the Phase-4 time and does
affect the inventory during Phase 5.

(10) Low SRL flow rate causes theconservativescale distortion of Surge Line flow and PRZ inventory during
Phase 4, as shown in Table 6.67. This distortion affects PRZ level elevation and PRZ flow rate at the start
of Phase 5.

(11) The high heat transfer rate in the RPV causes theconservativescale distortion of vapor generation and
inventory in the RPV during Phase 5, that is shown in Table 6.75.

This shows thatelevenreasons in ROSA cause 21 important global scaling criteria to differ from the corresponding
scaling groups of AP600 by more than the factor of 2.

6.3.3 Global Scale Distortions in SPES

There is no previously published scaling analysis available to support the experimental simulation of AP600 in the
SPES facility. According to the evaluations of the fractional�-Groups presented here, SPES has the total of eleven
scale distortions. All but one are conservative. Seven of the eleven firs-order scale distortions have only three causes:

(1) Large ADS-4 flow in SPES is responsible for the three scale distortions of CMT injection, Surge Line flow,
and RPV cooling presented in Tables 6.63, 6.67, and 6.68. All three scale distortions areconservative.

(2) The large heat capacity of the RPV structure and its solid internals distort strongly the vessel heat transfer
and thereby the RPV inventory during all phases. See the two scale distortions presented in Tables 6.37
and 6.41. Both areconservative.

(3) Low flow inertia in SPES causes the two scale distortions of RCP pumping, system impedance, and system
gravity forces during Phase 1, as shown in Table 6.8. See also Item (1) at the beginning of Section 6.3,
concerning phenomena that are not simulated by any test facility. While this scale distortion affects code
assessment of Phases 1 and 2, it is not important for simulating minimum inventory occurring during Phase
5. The scale-distorted inertia affects the flow response to break and valve openings, intermittent pipe
clearing by falling and rising liquid levels, and to condensation surges, but not the slow natural circulation
flows which follow these transition events. Test facilities with low flow inertia may exhibit flow
fluctuations that will not occur in AP600. Test facilities with low inertia miss the inertia coupling of loops
that is needed for code assessment.

The causes for the remaining three scale distortions are:

(4) low thermal response function (thermophysical property), affecting liquid subcooling temperature and intro-
ducing anonconservativescale distortion during Phase 1, as shown in Table 6.6;

(5) high heat capacity of the Upper Head structure introducing a relevant conservative distortion of a
depressurization scaling criterion, which is not important for AP600 depressurization;

(6) low CMT heat transfer rate and high CMT flow cause theconservativescale distortion of CMT phase
change during Phase 3 that is presented in Table 6.58, and

(7) reverse flow in the Surge Line is caused by low PRZ inventory at the beginning of Phase 4 and gives rise
to theconservativescale distortion of RPV coolant injection in SPES presented in Table 6.63.

This shows thatsix reasons in SPES cause ten important global scaling criteria to differ from the corresponding scaling
groups of AP600 by more than the factor of 2. SPES was found to have the smallest number of scale distortions but
the largest scale distortion arising from excessive heat capacities in the Reactor Pressure Vessel.
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6.3.4 Scale Distortions of Local Inertia, Gravity, and Impedance Distributions

Section 4.4.6 presents theconceptsof modeling and scaling the dynamic interaction of components in a multi-loop
hydraulic system. Section 5.4.2 presents the general vector momentum balance for predicting the dynamics of
hydraulic interactions between components in the multi-loop systems of AP600, APEX, ROSA and SPES. The model
introduces the vector momentum balance with its vectors of pumping and gravity forces and the matrices of flow inertia
and flow impedance. Section 6.1.4 presents the derivations of the scaled matrices ormetricsof gravity, flow inertia,
and flow impedancedistributionsfor forced and natural circulation.

Tables 6.9 through 6.16, 6.44 through 6.52 and 6.79 through 6.83 present the numerical evaluations of the metric
elements, giving the measures of gravity, flow inertia, and flow impedancedistributions. Each metric is evaluated for
AP600, APEX, ROSA, and SPES. AP600, APEX, and SPES have metrics of the same dimensions. As explained in
Section 6.2, differences between the metrics of APEX, ROSA, and SPES and the metrics of AP600 are used to
determine whether the coolant flows tend to enter the reactor core more readily in APEX, ROSA, and SPES than in
AP600. Where this is observed, the corresponding distortion ofdistributionscaling is callednonconservative.

Phase 1is the initial depressurization phase and has normal operating flows throughfour loops in AP600, APEX
(which is not used for Phase 1), and SPES, but only throughtwo loops in ROSA. The comparison of the inertia metrics
in Tables 6.9 through 6.12 shows that SPES has 20% stronger cross coupling by inertia between the loops of the same
plant side than AP600. ROSA and SPES have twice the inertia cross-coupling between loops of the opposite side. The
inertia distribution of APEX matches the distribution of AP600. The facilities’ systems response is so fast, however,
that theS distortions during Phase 1 will not affect minimum core coolant inventory and subcooling temperature.ÿ

According to Tables 6.13 through 6.15, there islocal impedance distortion in ROSA because there is twice as much
impedance in the reactor vessel of ROSA as in AP600, which encourages the coolant in ROSA to bypass the vessel.
The Phase 1 distortion of impedance in ROSA, while unimportant for Phase 5 and minimum RPV inventory, is
conservativebecause it has the ability to retard the replacement of RPV coolant and reduce the subcooling temperature
in later phases. There islocal impedance distortion also in APEX because there is more impedance in the Cold Legs,
but less impedance in the reactor vessel of APEX than in AP600. This encourages in APEX more than in AP600 the
coolant to enter the vessel. However, APEX does not simulate Phase 1, and the nonconservative distortion of
impedance distribution in APEX prior to Phase 2 has no impact on Phase 5 and minimum RPV inventory.

Phases 2 to 4. While the passive systems, i.e., Core Make-up Tanks (CMT) and Accumulators, are active, the gravity
metrics are not scale-distorted. The comparison of Tables 6.44 and 6.49 for AP600 with tables 6.45 to 6.47 and 6.50
to 6.52, respectively, shows that inertia and impedance metrics of all three facilities are distorted: three inertia and 19
impedance elements in APEX, 19 inertia and 20 impedance elements in ROSA, and eight inertia and 18 impedance
elements in SPES. This means that the transient and quasi-steadyflow distributionsbetween Reactor Pressure Vessel,
Steam Generators, Pressurizer (PRZ), Core Make-up Tanks (CMT), and Accumulators, and the resulting liquid level
motions, are not simulated in any test facility during Phases 2 through 4. We consider first the less important inertia
and then the impedance distortions.

Specifically, the comparison of Tables 6.45 and 6.44 reveals that APEX has threeinertia distortions ofminor
consequence, none in the main loops, one nonconservative one in the PRHR loop, and two nonconservative ones in
the PRZ surge line.

ROSA is difficult to compare with AP600 because it has only one Cold Leg each on SidesA (with Pressurizer) andB.
One could compute the seven and five eigenvalues, respectively, for AP600 and ROSA. While it is not possible to
compare the eigenvalues directly, one could determine whether ROSA is stable or unstable where AP600 is not.
However, ROSA has nineteen inertia distortions, five in the main loops, six in the CMT loops, three in the PRHR loop,
two in the PRZ surge line, and three affecting the break flow. This large number of inertia distortions renders the
comparison of stability domains to be a task beyond the scope of this scaling analysis. None of the inertia metric
distortions affect the RPV inventory, even thoughnine of the nineteen inertiadistortions in ROSA are, in principle,
nonconservative. The extend to which the nonconservative distortions are compensated by the ten conservative
distortions must be determined by simulation.
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SPES has eight inertia distortions, none in the main loops, four nonconservative ones in the CMT loops, one
nonconservative in the PRHR loop, and three nonconservative ones in the PRZ surge line. None of the inertia metric
distortions affect the RPV inventory, because the flows respond in a very small fraction of the characteristic times of
depressurization, inventory change, or thermal response.

It should be recalled, that inertia distortions are important only temporarily during dynamic flow transients, during
flow oscillations, and when rapid condensation accelerates the flow.

The impedance metric for APEX, which is given in Table 6.50, has the same number of non-zero elements as that for
AP600, given in Table 6.49. Most of the impedances are concentrated in the Steam Generators, Cold Legs, and Vessel.
Nineteen smaller of the thirty-three impedance metric elements are distorted, all distortions are caused by four loop
sections with distorted flow resistances (primarily form losses), namely in PRHR and CMT Loops, in Cold Legs, and
in the Upper Downcomer. All distortions imply greater flow resistance outside the reactor vessel of APEX than of
AP600. This causes the coolant to prefer accumulation in the vessel of APEX more than in the reactor vessel of
AP600, and the distortions are, therefore,not conservative. The importance, however, of the increased ex-vessel
resistances must be assessed by simulation.

The impedance metric for ROSA is given in Table 6.51 and has only 24 non-zero elements and is, therefore, difficult
to compare with AP600: it has only one Cold Leg on each side and an atypical branch point in the CMT loops. The
loop elements that are common to ROSA and AP600 are compared and show that ROSA has 20 of 24 impedance
elements distorted. The 20 distortions are caused by eight loop sections with distorted flow resistances (primarily form
losses): Hot Leg, PRHR and CMT Loops, CMT branch segment, two cold-leg segments,vessel interior, and Upper
Downcomer. Most importantly, ROSA has greater flow resistance in the reactor vessel than AP600, which retards the
flow into the core and makes theleading scale distortionsof flow impedance in ROSAconservative.

The impedance metric for SPES (see Table 6.52) has the same number of non-zero elements as AP600. For SPES,
eighteen of thirty-three impedance metric elements are distorted. The most important distortions are in the Upper
Downcomer and retard DVI flows escaping through the cold leg. The distortions in SPES are caused by four loop
sections with distorted flow resistances (primarily form losses): two cold-leg segments, vessel interior, and Upper
Downcomer. SPES has much lower (1/10) resistance in the reactor vessel than AP600, which enhances the flow into
the core and makes the leading scale distortions of flow impedance in SPESnonconservative. It should be noted, that
impedance distortion are important during dynamic flow transients, flow oscillations, and when rapid condensation
accelerates the flow,as well as during quasi steady-flow conditions.

Phase 5. Inertia metrics were not evaluated for Phase 5 because of the long duration of Phase 5 and the resulting in-
significance of inertia during the long and quasi-steady Phase 5 of injection from the In-Containment Refueling Water
Storage Tank (IRWST). Of the four important gravity, and twenty-seven impedance, metric elements, no gravity
elements are distorted in any test facility; fourteen impedance elements are distorted in APEX, twenty impedance
elements in ROSA, and 19 impedance elements in SPES. This means that the quasi-steadyflow distributionsbetween
RPV, SGs, PRZ, CMT, and IRWST, and the resulting liquid level motions, are not simulated in any test facility during
Phase 5.

In APEX, the flow prefers to accumulate in the Steam Generators, to leave through the break, and it finds more
resistance in the vessel. Consequently, the flow will not accumulate as readily in the vessel of APEX as in the vessel
of AP600. This distortion is, therefore,conservative. However, the steam will vent more readily through the ADS-4
valves. This produces less back pressure in the vessel upper plenum and a higher mixture level in the upper plenum.
The RPV-to-ADS-4 flow resistance in APEX isnonconservativelyscale distorted.

In ROSA, the flow is retarded through the break and the ADS-4 valves and finds it easier to get into the vessel due to
five nonconservativescale distortions. ROSA loses PRZ inventory more readily through ADS-4. The associated scale
distortions areconservative.
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In SPES, impedances arenonconservativelyscale distorted, because the flows in SPES prefer to escape through ADS-4,
to get into the vessel, and have difficulties escaping from the break. The flows prefer to accumulate in the Steam
Generators, and have difficulties to drain from the PRZ. The impedances in these flow paths areconservatively
distorted.
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7. PRESENT VERSUS PREVIOUS SCALING ANALYSIS RESULTS

The US NRC had contracted Idaho National Engineering Laboratory (INEL) to carry out a global system scaling
analysis for AP600 and the related test facilities APEX, ROSA, and SPES. The analysis concentrated mainly on the
last two phases of the transient, namely on the automatic depressurization by the fourth stage of the Automatic
Depressurization System (ADS-4), and on the long-term cooling by gravity injection from the In-containment
Refueling Water Storage Tank (IRWST) and from the containment sump.

Westinghouse performed its own AP600 scaling analysis [16] and evaluated the scaling groups for AP600, APEX of
OSU, and for SPES.

The USNRC requested a comparison of the scaling analyses carried out by (INEL), Westinghouse, and Brookhaven
National Laboratory, for the purpose of coordinating the results. This chapter presents the comparison of the two
scaling analyses by INEL and Westinghouse with the scaling work reported here to identify the similarities and
differences in the methodology and the results of the three analyses.

All three scaling analyses employ the partitioning of the transient into time periods or phases, although there are minor
differences in the phase definitions. Westinghouse has six phases but omits the one of initial depressurization. The
lumping of the ADS-123 blowdown phase with the natural circulation phase in the INEL analysis, however, is a
disregard for the important, strong change of the dominant discharge flow, from the break to the much stronger ADS-
123 discharge flow. This change is attended by a change in characteristic depressurization times.

The results of the INEL and Westinghouse scaling analyses cannot be expected to be equal to the results presented in
Chapter 6 of this report, primarily because the first scaling principle stated in Section 4.3 of this report, which requires
that

“the governing equations are normalized such that thenormalized variables, y*, and their derivatives with respect
to normalized time and space coordinates are of order unityand themagnitudeof each term of the normalized
conservation equation ismeasured by its normalizing, constant coefficient”

is frequently not satisfied in the INEL and Westinghouse scaling analyses, even though the intent to meet this
requirement is clearly stated in [15] and [16]. See, for example, Eqs. (6-17), (6-21), (6-22), (6-44), (A-6), and (C-13)
in the INEL scaling analysis [15], and Eqs. (3-14), (3-57), (3-86), and (3-91) in the Westinghouse scaling analysis
[16] where a large number ofdifferent mass flow rateswere normalized with acommon reference mass flow ratein
each conservation equation, anddifferent heating rateswere normalized in Eqs. (3-19) and (3-44) of [16] with the
same reference heating ratein each equation. The use of common reference parameters leads to a drastic reduction
in the number of scaling groups and to a diminished ability of identifying scale distortions.

The following sections present respective comparisons of the INEL and Westinghouse analyses with the scaling
analysis presented in this report. The comparison is limited to the modeling, the scope of the scaling analysis, the
scaling method, the scaling principles, and the scaling results.

7.1 The INEL Scaling Analysis

The INEL scaling analysis concentrates primarily on the ADS-4 blowdown and IRWST injection phases. It includes
integrations of some of thescaledgoverning conservation equations [15]. The integrations are facilitated by
additional simplifying assumptions. The purpose of the integrations was to confirm the simplified conservation
equations and the scaling method used in the INEL scaling analysis. It was pointed out, however, in Section 5.2 that
the operations of multiplication and division involved in scaling does not alter the conservation equations. Therefore,
adherence to the scaling principles cannot be confirmed by comparing the integration results with test data. Plotted
test data will “collapse” if normalization errors are applied consistently to all test facilities. It is better to use the
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complete conservation equations without omissions, and it is more important to confirm estimates of reference
parameters, since the estimates may imply modeling assumptions. INEL did not confirm the reference data used for
the scaling analysis (see, for example, the arbitrary selection of initial pressures in Tables 6.4 and 6.7 of [15]: INEL
used 70 bar for the initial pressure of “Intermediate Subphase II” which is said to end with the initiation of the S-
Signal; the S-Signal trips at 128 bar).

The INEL analysis implies many simplifications, based on subjective (unquantified) assumptions regarding the
importance of phenomena. It should have been the objective of the scaling analysis todemonstrate quantitativelywhat
is unimportant.
The a priory simplifications and the normalization with disregard of the scaling principle explained at the beginning
of this chapter are the reason for the small number of scaling criteria produced by the INEL analysis.

Reference [17] by Wulff is cited but there are important differences in the scaling of the depressurization (see Section
6.6.1 in this report) and the dynamic interaction between components (momentum balance, see Section 6.1.4 in this
report). The differences are pointed out below.

7.1.1 Modeling in the INEL Scaling Analysis

The mass and energy conservationequations are combined to derive the equation for the time rate of pressure change,
as in Section 5.4.1.2 of this report. However, for the system containing single-phase liquid in some parts and two-
phase mixtures in other parts the ad hoc derivation of the depressurization equation, Eq. (A-48) of [15], is incorrect:
the system elasticity does not apply to the combination of the single-phase liquid and two-phase mixture shown in
Figure 6.1 of [15]. Equation. (A-48) of [15] does not account for the contributions of volume dilatations from the
single-phase liquid and two-phase mixture. See Eq. (5-8) in this report to recognize the different effect that heat
transfer has, depending on whether it takes place in the region of single-phase liquid or in the region of two-phase
mixture. The INEL model in Eq. (A-48) fails to account for the important difference between thermal contraction of
single-phase liquid in the Steam Generators and volume expansion by phase change due to Pressurizer Heating, for
example, in a two-phase mixture. Similarly, Eq. (6-15) in [15] makes no distinction between two different heat
transfer rates to different types of fluid, neither by differences in reference parameters, nor by differences in volume
change. The derivation of Eq. (C-17) does account for the important difference between thermal contraction of single-
phase liquid and phase change in a two-phase mixture. However, Eq. (C-17) does account for the elasticity of the
nitrogen gas.

The mass conservationequation is used in [15] to derive the equations for inventory change and level motion.

The energy conservationequation is used in [15] to derive the equations for the time rate of subcooling temperature
change in the Reactor Pressure Vessel. Eq. (C-6) has the expansion term missing which may be important for
adiabatic expansion. All the property derivative terms are far more complicated than is necessary.

The momentum balanceis used by INEL only in its steady-state form, and all flow paths are decoupled [15]. INEL
does not model, analyze, and scale the component interaction through multiple loop systems. The modeling of the
surge line flow in [15] implies a rising cap bubble. This is strange for the 14-inch diameter surge line in AP600. The
resulting mass flow rate according to the expression in [15] is 50 times larger in AP600 than the flow according to
Bernoulli.

7.1.2 Scope of the INEL Scaling Analysis

The INEL scaling analysis [15] concentrates on the last two phases of the transient: the IRWST “injection” Phase, and
the IRWST Draining and Sump Injection Phase. These two phases were treated in this report as one phase. INEL
treated the tree preceding phases under the proposition that the system pressure at the beginning of the ADS-4 injection
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phase is almost independent of the prior history. While the CMT inventory at the beginning of the ADS-4 injection
phase is fixed by design, the pressure at the beginning of the ADS-4 injection phase depends on how much heat is
being transferred to the primary system prior to the beginning of the ADS-4 injection phase. The range of possible
pressures at this time is determined by the difference between adiabatic and isothermal expansions, starting from the
initial pressure of 155 bar and ending when the inventory loss in the CMT trips the ADS-4 valves.

The INEL scaling analysis includes integrations of some of thescaledgoverning conservation equations [15], which
was discussed above at the beginning of Section 7.1, but it lacks the scaling of the system momentum balances.
Momentum scaling criteria are limited to CMT and IRWST line segments.

7.1.3 INEL Scaling Method and Scaling Principles

The INEL scaling analysis is also based on the normalization of the governing conservation equations [15]. The
driving processes used for the normalization are not identified. The INEL scaling method corresponds to thefractional
scaling analysis presented in Section 6.2 of this report (see Section 4.4.5.1 for the description of thecausative process
related scaling analysis). Notice the finding on normalization methods regarding the scaling analyses by
Westinghouse and INEL at the beginning of this chapter. The disregard of the scaling principle explained there are
a reason for the small number of scaling criteria produced by the INEL analysis.

It is pointed out in Section 4.4.3 that the normalization of the conservation equations must be performed with plant-
specific parameters of geometry, of specified initial operating conditions, and of specified trip set points. INEL,
however, used frequently postulated reference parameters that were not confirmed by experiment, instead of parameters
estimated from plant-specific design data. For example, INEL used 70 bar for the initial pressure of “Intermediate
Subphase II” which is said to end with the initiation of the S-Signal; the S-Signal trips at 128 bar. The origin of
reference parameters should be identified by INEL (see Appendix F [15]!).

7.1.4 INEL Scaling Results

Section 6.3 summarizes the results of the scaling analysis presented in this report, by collecting 127 scaling groups
of which 75 (59%) were found to represent global scaling criteria of first-order importance (expressed asfractional
�-Groups, see Section 4.4.5.2). Of the 75 important processes, 24 (or 32%) show scale distortion for APEX, 21 (or
28%) for ROSA, and 11 (or 15%) for SPES. This assessment is based upon the {½, 2} or factor 2 criterion adopted
in Section 4.6. Most of the scale distortions are found to be conservative, by producing in the test facilities lower
minimum RPV inventory and less subcooling than in AP600 (see Section 6.3.1).

The “Summary of Important Nondimensional Groups by Transient Phase” on Page iv of [15] shows the evaluation
results of 15 “important” groups for six phases or subphases. There is no definition offered for “important.” The count
of 15 includes the unit scaling groups, some of which are unity by arbitrary definition of reference parameters. This
definition is correct for reference times, but only for those conservation equations in which the characteristic response
time equals the system reference time; it cannot be correct for two conservation equations governing the same phase.

INEL is in agreement with the results of this report in stating that ADS flows (ADS-123 and ADS-4 flows) and line
resistances in IRWST, CMT, and PRZ Surge lines are important. However, the statement does not agree with the
Summary [15], which shows fifteen important phenomena.

INEL states that the ratios of ADS-4 over CMT mass flow rates are distorted in APEX (OSU), ROSA, and SPES
during the ADS-4 blowdown phase and the ADS-4 flow during the IRWST injection phase, and that otherwise there
is no distortion during the IRWST injection and long-term cooling phases. However, the “Summary of Important
Nondimensional Groups by Transient Phase” on Page iv of [15] shows significant differences in scaling groups: four
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for APEX, one for ROSA, and three for SPES. INEL did not distinguish between conservative and nonconservative
scale distortions.

7.2 The Westinghouse Scaling Analysis

The Westinghouse scaling analysis distinguishes itself by the inclusion of the scaling of thetransientmomentum
balance. Reference [17] by Wulff is cited as a basis for the scaling analysis but there are important differences in the
scaling of the depressurization (see Section 6.6.1 in this report) and the dynamic interaction between components
(momentum balance, see Section 6.1.4 in this report). The differences are pointed out below.

7.2.1 Modeling in the Westinghouse Scaling Analysis

The mass and energy conservationequations are combined to derive the equation for the time rate of pressure change,
as in Section 5.4.1.2 of this report. However, for the system containing single-phase liquid in some parts and two-
phase mixtures in other parts the ad hoc derivation of the depressurization equation, Eq. (3-55) of [16], is incorrect:
while the system elasticity, Eq. (3-53), is the volume-weighted sum of the single-phase liquid and two-phase mixture
elasticities, as in Eq. (5-9) of this report, Eq. (3-56) of [16] does not account for the contributions of volume dilatations
from the single-phase liquid and two-phase mixture. See Eq. (5-8) in this report to recognize the different effect that
heat transfer has, depending on whether it takes place in the region of single-phase liquid or in the region of two-phase
mixture. The Westinghouse model fails to account for the potentially important difference between thermal contraction
of single-phase liquid and volume annihilation by condensation in a two-phase mixture, both being caused by the
cooling power. The effects are seen to arise naturally in the systematic derivation of Eq. (5-8) in this report. Also,
Westinghouse omitted the elasticity of nitrogen gas (which is important) and the heating of the nitrogen in the
Accumulators (which turned out to be unimportant).

The energy conservationequation is used in [16] to derive the equations for the time rate of temperature change, Eqs.
(3-19), (3-27), and (3-42). Equation (3-18) for the change in stored internal energy is used for the derivation, but it
is wrong. The rate of internal energy is, in the nomenclature of [16]

(7-1)

which differs from Eq. (3-18) of [16]: Eq. (3-18) has several terms missing and thec = (0e /0T) obviously must notv   v

be differentiated with respect to time.

The loop momentum balanceis used to model the dynamic exchange of mass between the system components.
However, the four, seven and six loop systems that are active during CMT, PRHR, ACC and primary-system flows,
are represented by Westinghouse by a single loop momentum balance. It is therefore impossible to account for
asymmetries in the system and to differentiate the primary-system loop from the passive loop system characteristics.

Finally, Westinghouse’s model has more time derivatives and, therefore, primary state variables than conservation
equations (see Eqs. (3-12), (3-14), (3-21), (3-22), (3-30), (3-31), (3-44), (3-67), and (3-68), all of which have two time
derivatives). The system of modeling equations could not be integrated.
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7.2.2 Scope of the Westinghouse Scaling Analysis

The Westinghouse scaling analysis concentrates, as do the other two analyses by INEL and BNL, on minimum
inventory. Westinghouse, however, omits to scale the initial depressurization phase on the ground that the
depressurization in AP600 is the same as in current power reactors. The questions as to whether APEX (OSU) and
SPES depressurize as AP600, and whether differences are of any consequence, remain unanswered.

Westinghouseassumesisobaric expansion of the primary-system fluid during the natural circulation phase. This is
not justified by Eq. (5-8) of this report or by experiments. Isobaric expansion would require that the numerator of Eq.
(5-8) be zero. There is no compelling reason for the net heat transfer to compensate for the break flow. Considering
the experiments: the natural circulation phase begins at 128 bar and ends near the Accumulator trip set point of 49
bar. How can these endpoint pressure be connected by an isobaric expansion?

7.2.3 Westinghouse Scaling Method and Scaling Principles

The Westinghouse scaling analysis is also based on the normalization of the governing conservation equations. The
driving process is used for the normalization. Thedriving process relatedscaling method coincides for most equations
with thecausative process relatedscaling analysis presented in Section 6.2 of this report (see Section 4.4.5.1 for the
description of thecausative process relatedscaling analysis). Notice the finding on normalization methods regarding
the scaling analyses by Westinghouse and INEL at the beginning of this chapter. The normalization without adherence
to the scaling principle of normalizing individual processes individually is the major reason for the small number of
scaling criteria produced by the Westinghouse scaling analysis.

It is pointed out in Section 4.4.3 that the normalization of the conservation equations must be performed with plant-
specific parameters of geometry, of specified initial operating conditions, and of specified trip set points.
Westinghouse, however, used frequently experimental or code-computed data. Experimental data from a test facility
that may have scale distortions are also scale-distorted. Scaling groups evaluated with scale-distorted parameters may
mask scale distortions of the test facility. The use of test data is, therefore, misleading. Moreover, the use of test data
(e.g., mass flow rates) replaces plant-specific geometric and operating parameters (flow cross-sectional area, excess
pressure, etc.) from the scaling groups, parameters which would occur in the scaling group if the reference parameter
were defined in terms of plant-specific design and operating parameters. Test data may serve to confirm the modeling
for the computation of reference parameters, but they are unacceptable as reference parameters. Reference parameters,
that are calculated by a computer code (that is still to be assessed) are not reliable because their computations are
difficult to scrutinize; their relation to plant-specific parameters may be corrupted by compensating errors in the
computer code.

The reference data that Westinghouse used for the calculation of the scaling groups have not been confirmed by test
data. The large difference between scaling groups listed with the designation “hand-calculated,” “data,” and
“WCOBRA/TRAC” indicates large differences between estimated and measured reference data, and great uncertainties
in the�-Group calculations (see, for example Pi 2 in Tables 3.5-2 and 3.5-3 in [16]). The assumptions in Section 3.3.1
of [16] are questionable. The report does not indicate where the AP600 data came from for the�-Group calculations
reported in [16].

7.2.4 Westinghouse Scaling Results

Section 6.3 summarizes the results of the scaling analysis presented in this report, by collecting 127 scaling groups
of which 75 (59%) were found to represent global scaling criteria of first-order importance (expressed asfractional
�-Groups, see Section 4.4.5.2). Of the 75 important processes, 24 (or 32%) show scale distortion for APEX, 21 (or
28%) for ROSA, and 11 (or 15%) for SPES, based on the {½, 2} criterion adopted in Section 4.6. Most of the scale
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distortions are found to be conservative, by producing in the test facilities lower minimum RPV inventory and less
subcooling than in AP600.

Westinghouse evaluated the total of 45 scaling groups. Westinghouse did not offer a criterion for “importance.” Of
the 45 scaling groups evaluated, 31 (or 69%) appear to be important for AP600 by the criterion used in this report.
Westinghouse agrees with the results of this report in stating that inertia is small and unimportant, that gravity and
flow impedance are important, and that decay heating and steam generator heat transfer are important.

Westinghouse did not offer a criterion for the determination of scale distortion. By applying the criterion used in this
report, one finds that 15 and 12 scaling criteria differ in SPES and APEX (OSU), respectively, by more than a factor
of 2 from the corresponding AP600 scaling criteria. The scale distortions arise primarily from mismatch of gravity
and impedance forces in the momentum balance. As can be seen from Table 3.4-7 in [16], Westinghouse offers no
scaling of gravity, inertia, and impedancedistributions(see Sections 6.2.1.1.4, 6.2.4.4, and 6.2.5.4 of this report).
Westinghouse did not distinguish between conservative and nonconservative scale distortions.
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8. CONCLUSIONS

The scaling analysis presented in this report and the review of previously published scaling analyses for the AP600
and the related test facilities APEX, ROSA, and SPES lead to the following conclusions:

1. The number of global (fractional) scaling criteria or�-Groups that are of first-order significance for any one of
the eight time periods or subphases analyzed varies between 5 and 18. The number of top priority scaling groups
varies between 3 and 10 for any subphase. The total of first-order significant scaling groups for the entire
transient is 75, that of top priority scaling groups is 39. First-order and top priority importance is defined in
Section 4.5 on the basis of scaling groups: a scaling criterion and its associated phenomenon are of first-order
or top priority importance, respectively, if the corresponding scaling group is greater than 1/10 or 8/10 of the
largest scaling group in its normalized conservation equation for AP600.

2. None of the test facilities APEX, ROSA, and SPES represents AP600 without scale distortions for all the phases
of the transient. Scale distortion is defined in Section 4.6 on the basis of scaling groups: an important
phenomenon is considered to be scale-distorted in a test facility if the associated scaling group differs from the
corresponding scaling group of AP600 by more than the factor of 2.

3. Together, the three test facilities APEX, ROSA, and SPES simulate without scale distortion every important
phenomenon for every phase of the transient at least once, except for two phenomena: (a) Flow inertia, or the
ratio of inertia over pump forces during the Initial Depressurization Phase. This distortion is important for code
assessment regarding the simulation of flow response to valve actions during the Initial Depressurization Phase,
but is has no impact on minimum reactor vessel inventory. (b) The effect of Reactor Pressure Vessel (RPV)
injection from the Pressurizer during the ADS-4 Blow-down Phase. See Table 6.63. The distortion is caused
in APEX by disproportionally low ADS-4 flow, and in ROSA and SPES there is inflow into the PRZ, instead of
outflow due to low liquid level elevation in the PRZ.

This distortion does affect the RPV inventory at the beginning of Phase 5 during which the RPV inventory is
expected to reach its minimum. It is explained on Page 6-109 that the distortion may lead to nonconservative
simulation of AP600 minimum inventory by APEX, depending on whether the effect of lower-quality discharge
through the ADS-4 valve on the PRZ side fails to cancel the beneficial effect from the greater RPV injection rate
from the PRZ. It is also explained on Page 6-109 that ROSA and SPES simulate the impact on RPV minimum
inventory from PRZ injection into the RPV conservatively.

4. Of the total of 75 first-order importantglobalscaling criteria evaluated asreduced-form�-Groups (see Section
4.4.5.2) for each test facility, twenty-three (or 31%) show scale distortion for APEX Test SB05. Seventeen scale
distortions are conservative and six nonconservative. Nine scale distortions are the consequence of five causes,
primarily incorrect low-pressure scaling. See Section 6.3.1.

Twenty-one (or 28%) of the first-order importantglobalscaling criteria, evaluated for ROSA, are found to show
distortion, only three are nonconservative distortions. Fifteen scale distortions lead to only five causes, primarily
low initial core power and low heat transfer rates in the PRHR, due to low PRHR flow rates. This and the other
causes for scale distortions in ROSA are detailed in Section 6.3.2.

Eleven (or 15%) of the first-order importantglobalscaling criteria, evaluated for SPES, show scale distortions,
one of which is nonconservative, and seven of which have only three causes. The strongestglobal scale
distortions in SPES are caused by the disproportionately large structural heat capacities in the Reactor Pressure
Vessel. This and the other causes for scale distortions in ROSA are detailed in Section 6.3.3. SPES was found
to have the smallest total number of global scale distortions.
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The assessment of scale distortion is based upon the factor 2 criterion adopted in Section 4.6. If a lesser {D, 3}
or factor 3 criterion had been adopted then only half as many scaling groups would have shown scale distortion.
The difference between these two evaluation exhibits the sensitivity of the assessment to the criterion of scale
distortion, and it shows also the strength of the distortions.

5. The dynamic and quasi-static flowdistributionsin the system, or thecomponent interactions, are scaled by the
metrics of gravity, flow inertia and flow impedance, respectively. AP600, APEX, and SPES have four
interconnected flow loops prior to the activation of CMT and PRHR systems, seven loops prior to IRWST
activation, and six loops after IRWST activation. Tables 6.9 through 6.16, 6.44 through 6.52 and 6.79 through
6.83 present the numerical evaluations of the metric elements for gravity, flow inertia, and flow impedance
distributionsfor natural circulation. None of the three test facilities simulates flow distribution without scale
distortion, except for normal operation (Phase 1), prior to the break opening, where ROSA shows no scale
distorted distributions of inertia and impedance, but has only two, instead of four, coolant loops.

While the passive systems, i.e., Core Make-up Tanks (CMT) and Accumulators, are active during Phases 2 to
4, only the gravity metrics are not scale-distorted. The inertia and important impedance metrics of all three
facilities are distorted.

APEX has threeinertia distortions ofminor consequence, none in the main loops, one nonconservative one in
the PRHR loop, and two nonconservative ones in the PRZ surge line. Allimpedancedistortions imply greater
flow resistance outside the reactor vessel of APEX than of AP600. This causes the coolant to prefer accumulation
in the vessel of APEX more than in the reactor vessel of AP600, and the distortions are, therefore,not
conservative.

ROSA is difficult to compare with AP600 because it has only one Cold Leg each on side. ROSA has nineteen
inertia distortions, five in the main loops, six in the CMT loops, three in the PRHR loop, two in the PRZ surge
line, and three affecting the break flow. None of the inertia metric distortions affect the RPV inventory, even
thoughnine of the nineteen inertiadistortions in ROSA are, in principle,nonconservative. ROSA has greater
flow resistance in the reactor vessel than AP600, which retards the flow into the core and makes theleading scale
distortionsof flow impedance in ROSAconservative.

SPES has eightinertia distortions, none in the main loops, fournonconservativeones in the CMT loops, one
nonconservativein the PRHR loop, and threenonconservativeones in the PRZ surge line. None of the inertia
metric distortions affect the RPV inventory, because the flows respond in a very small fraction of the
characteristic times of depressurization, inventory change, or thermal response. SPES has much lower resistance
in the reactor vessel than AP600, which enhances the flow into the core and makes the leading scale distortions
of flow impedancein SPESnonconservative.

During IRWST and Sump injection, i.e., during Phases 5, only impedance distributions are important.

During Phase 5, the flow in APEX prefers, relative to AP600, to accumulate in the Steam Generators, to leave
through the break, and it finds more resistance in the vessel. The ex-vessel impedance distortion is, therefore,
conservative. However, the steam will vent more readily through the ADS-4 valves, reducing the Upper Plenum
pressure and raising the mixture level in the Upper Plenum. The RPV-to-ADS-4 flow resistance in APEX isnon-
conservativelyscale distorted.

During Phase 5, the flow in ROSA is retarded through the break and the ADS-4 valves and finds it easier to get
into the vessel due to fivenonconservativescale distortions. ROSA loses PRZ inventory more readily through
ADS-4. The associated scale distortions areconservative.
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For SPES during Phase 5, impedances arenonconservativelyscale distorted, because the flows in SPES prefer
to escape through ADS-4, to get into the vessel, and have difficulties escaping from the break. The flows prefer
to accumulate in the Steam Generators, and have difficulties to drain from the PRZ. The impedances in these
flow paths areconservativelydistorted.

6. Inertia distortions are important only temporarily during dynamic flow transients, during flow oscillations, and
when rapid condensation accelerates the flow. During monotonic depressurization, inertia scale distortions do
not affect RPV minimum inventory, because inertia is so small that the flows in all loops respond to control
functions and level changes in a very small fraction of the system response time. Impedance scale distortions,
however, are important during dynamic flow transients, flow oscillations, and when rapid condensation
accelerates the flow,as well as during quasi steady-flow conditions, because the flows seek the path of least
resistance (impedance).

7. The review of the INEL [15] and Westinghouse [16] scaling analyses and their comparison with the analysis
presented here shows that all three scaling analyses employ the partitioning of the transient into time periods or
phases although there are minor differences in the phase definitions. The lumping of the ADS-123 blowdown
phase with the natural circulation phase in the INEL analysis disregards the strong change of the dominant
discharge flow, from the break to the much stronger ADS-123 discharge flow. All three scaling analyses are
based on the normalization of the governing conservation equations and the evaluation and comparison of the
resulting scaling groups. INEL and BNL (this report) employed the fractional scaling method, Westinghouse
the dominant process related method, and BNL used also the causative process related method, which is nearly
the same as the dominant process related method see Section 4.4.5.

The results of the INEL [15] and Westinghouse [16] scaling analyses cannot be expected to be equal or equal to
the results presented in Chapter 6 of this report, primarily because the first scaling principle stated in Section
4.3 of this report has not been satisfied in INEL’s and Westinghouse’s scaling analyses. Consequently, (a) many
scaling groups in [15] and [16] are not actually representative of their associated phenomena, and (b) the total
number of scaling groups is too small as several phenomena are represented by a single scaling group; possible
scale distortions remain undetected.

8. Instead of demonstratingquantitativelywhat is unimportant, the INEL analysis implies many simplifications,
based onsubjective(unquantified)assumptionsregarding the importance of phenomena. This is the second
reason for the small number of scaling criteria obtained by INEL.

INEL and Westinghouse missed the differences in coolant volume changes by heating of single- and two-phase
fluids; INEL missed the thermal contraction by imbalanced cooling in the Steam Generators during the early
phases; Westinghouse missed the distinction in all phases.

The Westinghouse model has more time derivatives and, therefore, primary state variables than conservation
equations, the system of modeling equations is not closed (incomplete). INEL used frequentlypostulated
reference parameters. This removed plant-specific design parameters from the scaling analysis. Westinghouse
used frequently experimental or code-computed data as reference parameters. The use of test data also deletes
plant-specific parameters from the scaling analysis. The large difference between scaling groups that were
obtained in [16] with reference parameters of different origin indicates large uncertainties in the�-Group
calculations of Westinghouse (the Westinghouse report does not cite references for the “experimental AP600
data” used for the�-Group calculations in [16]). The reference data used for the calculation of the scaling
groups in [16] have not been confirmed by test data.

9. The “Summary of Important Nondimensional Groups by Transient Phase” on Page iv of the INEL report [15]
shows the evaluation results of only 15 “important” groups for six phases or subphases, including the unit scaling
groups. There is no definition offered for “important.” INEL is in agreement with the results of this report, in
stating that ADS-123 and ADS-4 flows and line resistances in IRWST, CMT, and PRZ Surge lines are important.
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This number of five important phenomena is in conflict with the list of 15 in the above Summary [15]. INEL
states that the ratios of ADS-4 over CMT mass flow rates are distorted in APEX (OSU), ROSA, and SPES during
the ADS-4 blowdown phase and the ADS-4 flow during the IRWST injection phase, and that otherwise there is
no distortion during the IRWST injection and long-term cooling phases. However, the “Summary of Important
Nondimensional Groups by Transient Phase” on Page iv of [15] shows significant differences in many more
scaling groups: 4 for APEX, 1 for ROSA, and 3 for SPES. It is not clear which distortions are conservative and
which are nonconservative. Details of the INEL analysis are found in Section 7.1.4.

Westinghouse evaluated the total of 45 scaling groups. Westinghouse did not offer a criterion for “importance.”
 Of the 45 scaling groups evaluated, 31 (or 69%) appear to be important for AP600 by the criterion used in this
report. Westinghouse agrees with the results of this report in stating that inertia is small and unimportant, that
gravity and flow impedance are important, and that decay heating and steam generator heat transfer are
important. Westinghouse did not offer a criterion for the determination of scale distortion. By applying the
criterion used in this report, one finds that 15 and 12 scaling criteria differ in SPES and APEX (OSU),
respectively, by more than a factor of 2 from the corresponding AP600 scaling criteria. Westinghouse offered
no distinction between conservative and nonconservative scale distortions. Details of the Westinghouse analysis
are found in Section 7.2.4.

Neither INEL nor Westinghouse offered any scaling offlow distributionsin interconnected loops, as described
above in Item 6.

10. It is claimed by INEL on Page 32 of [15] that the break flow does not affect the inventory and system pressure
at the time of ADS-4 initiation, and that Phases 1 through 3 of the transient are, therefore, unimportant for the
assessment of the minimum RPV inventory which occurs during Phase 5. The claim is derived from the assertion
that the system pressure at the time of ADS-123 initiation does not depend on the processes occurring during
Phases 1 through 3. The claim is wrong.

The system inventory at ADS initiations is weakly dependent of what happens during Phases 1 through 3 (and
of SBLOCA break size) because theADS-123 and ADS-4 trips are tightly connected to CMTinventory.
Minimum RPV inventory, however, depends on the excess primary system pressure above the containment
pressure at the time of ADS-123 initiation. The pressure at the time of ADS-123 initiation may vary between
the terminal pressures of adiabatic and isothermal volume discharges from the primary system, depending on
the time of discharge and, consequently, the amount of heat transfer between the coolant and the solid structures.
The time of discharge depends on break size and mechanical compliance. Figure 6.4 in [15], when redrawn in
nondimensional form and forseveralbreak sizes, would demonstrate the dependence of ADS-123 initiation
pressure on break size and on heat transfer rates (and phase change rates) prior to ADS-123 initiation.

Secondly, unless all terms related to phase change, Accumulator injection, and heat transfer in the mass
conservation and depressurization equations, Eqs. (5-8) and (5-11) can be ignored, the break size cannot be
canceled from the quotient (d. / dp), which is formed from Eqs. (5-8) and (5-11), by dividing (d. / dt) / (dp /l             l    l

dt). If the endpoint (. , p) were independent of break size, one would have to be able to cancel the break sizel  e

from the quotient (d. / dp). Since the cancellation is impossible, the end pressurep cannot be independent ofl            e

break size, and the above claim is wrong.

11. The assessment of relative importance and of scale distortion is needed to ascertain that transport phenomena
take place in the same heat transfer and flow regimes in the test facilities as in the full-size plant. This
assessment is not possible with any computer code, unless the computer code is programmed to evaluate scaling
criteria. Without the assessment, one cannot use test data to determine whether or not the closure relations in
a computer code are applicable to the full-size plant. All three test facilities are required for assessing the
capability of a code to predict AP600 transients, as each facility is limited to phases and phenomena identified
in the matrices of�-Groups in Section 6.2.
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